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1. Introduction

Various complex systems, from genetic transcriptions to human societies, have been approached from the perspective of network theory, turning out to contribute significantly to the understanding of their structure, function, and response through data analysis, modeling, and simulation. For social systems in particular the network approach has empirically revealed a modular structure due to interplay between the network topology and link weights between network nodes or individuals. This inspired us to develop a simple network model that could catch some salient features of mesoscopic community and macroscopic topology formation during network evolution. Our model is based on two fundamental mechanisms of network sociology for individuals to find new friends, namely cyclic closure and focal closure, which are mimicked by local search-link-reinforcement and random global attachment mechanisms, respectively. In addition we included to the model a node deletion mechanism by removing all its links simultaneously, which corresponds for an individual to depart from the network. Here we describe in detail the implementation of our model algorithm, which was found to be computationally efficient and produce many empirically observed features of large-scale social networks. Thus this model opens a new perspective for studying such collective social phenomena as spreading, structure formation, and evolutionary processes.
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microscopic model to reproduce similar structural properties and then using it to simulate dynamical processes. The fact that the empirical network is structured as modules or communities raises the question “How do the communities emerge during the growth of the network”. On the other hand the fact that the links of the network are weighted raises the question “how do they influence the formation of mesoscopic communities and macroscopic network topology”. Then the empirical verification of Granovetter’s hypothesis links these two questions as “how should we take into account the weight-topology correlation”. Thus we aim to build a model, in which individual-level microscopic mechanisms translate to forming on one hand mesoscopic communities and on the other hand the whole system at the macroscopic level. In this network sociology comes to help in identifying two fundamental mechanisms for network tie formation leading to network evolution: (i) cyclic closure forming ties at short range with one’s network neighbors, and (ii) focal closure forming ties independently of the range through shared activities [12]. Here we adopt a simple scenario that new ties are created preferably through strong ties with every interaction making them even stronger, mimicking people getting acquaintances with local and global search mechanisms dependent on link weights unlike the mechanisms proposed by Marsili et al. [13] and Davidsen et al. [14].

In this paper we give a detailed account of our model on social community formation [15], in terms of describing the modelling methodology and algorithms used. Although our perspective aims to be sociologically relevant and to corroborate some empirical findings we believe that our model serves as a quite general paradigm for community formation in other contexts as well. This paper is organized such that we first describe the model with the microscopic mechanisms, their algorithmic implementation, and parameter and initial condition settings. Then we discuss the results by describing the scaling of our algorithm, basic distributions of the formed networks, community detection in them, and their weight-topology correlations. Finally we draw conclusions.

2. The model

As described above we have built the model algorithm to mimic the network tie formation processes identified by sociology. While the actual processes taking place in the formation of social relations are undoubtedly very complex, sociology research has shown that getting new acquaintances consist of mainly two processes, which in our model are simplified to the mechanisms of local search and random (global) attachment. In sociology the effect of link weight is very complicated to investigate empirically but it is reasonable to assume that people interact mostly through their “strong friendships” such that each interaction makes this connection even stronger. In reality it is also possible that some friendships disappear corresponding to deletion of a link between two nodes. However, this process is often so slow that it is difficult to observe from available data due to it being restricted to rather narrow time windows. In our model the number of links is reduced by deletion of a node and all the links connected to it. This could correspond to a situation, in which the individual having belonged to the network for a while goes out of its scope (e.g., in case of mobile communication changing the carrier).

2.1. Microscopic rules

The microscopic rules of our model consist of two processes that create links into a network and one process that removes them. The first process of link formation is local search for new acquaintances (LA process), which is modeled by two steps of a weighted self-avoiding random-walk, see Fig. 1(a), (b). In the first step, node \( v_i \) chooses one of its neighbors, \( v_j \), with probability \( \text{wij}/\Sigma_{i} \text{wij} \) where, \( \text{wij} \) is the link weight connecting nodes \( v_i \) and \( v_j \), and \( \Sigma_{i} \text{wij} \) is the sum of all the links connected to \( v_i \). The visited links are reinforced by a small amount \( \delta \). If the two-step search ends at a node that is not a neighbor of the start node, this link is established with probability \( p_{\Delta} \) to a unit weight \( w = 1 \). Otherwise, the existing link is reinforced by \( \delta \). In addition to the local search each node can establish a random link with probability \( p_r \) at each time step (GA process), see Fig. 1(c). Also, if a node does not have links, it creates one random link with a unit weight \( w = 1 \). Finally, at each time step a node is deleted (ND process) with probability \( p_d \), which is the only process that decreases the number of links in the network. Note that the removed node gets replaced by a new node at next time step, which keeps the network size \( N \) constant. The random deletion of nodes leads to exponential distribution for node and link lifetimes, averages of which are \( \langle \tau \rangle = p_d^{-1} \) and \( \langle \tau_w \rangle = (2p_d)^{-1} \), respectively.

2.2. Algorithmic implementation

In most cases our model with microscopic rules described above produces very sparse networks, i.e., the average degree is much less than the network size, thus making their storage as full matrices very inefficient from computational point of view. Instead we have implemented the model by storing the network \( \Gamma \) as a linear-probing hash-table [16], which guarantees small memory consumption, constant time retrieval of network nodes and links, and efficient looping over the neighbors of each node. At the beginning of the simulation the model network \( \Gamma \) is empty, i.e., it contains \( N \) nodes but no links. The simulation proceeds in time such that at each time step the nodes perform the LA and GA processes on network \( \Gamma \). However, \( \Gamma \) is kept unchanged during the time step and a temporary network \( \Gamma^* \) is used to store the changes resulting from LA and GA processes such that weight increase of existing links and new links are added to \( \Gamma^* \). At the end of each time step the network \( \Gamma \) is updated by looping over the links of \( \Gamma^* \) and copying the weight increases and new links to \( \Gamma \), after which all links are removed from \( \Gamma^* \).

As mentioned earlier, the number of links is reduced by removing nodes randomly from the network and correspondingly adding nodes without links to keep the network size constant. In practise, the node removal process is handled as follows: when a node is chosen to be removed, it is not actually deleted from the network but all links connected to it are removed. At next time step this empty node will join the network by introduction of a random link as described in Section 2.1.
2.3. Simulation parameters and initial conditions

The simulations start from an empty network of \( N \) nodes and proceed in time such that the changes due to local searches, random attachments, and node deletions are updated at the end of each time step. Average node lifetime \( \langle \tau \rangle \) was set to 1000 time steps and random link probability to \( p_r = 1 \times 10^{-3} \) corresponding to adding on average 2 random links for each node during average node lifetime. The following results were obtained after running the simulations for \( 25 \times 10^3 \) time steps, which is long enough for all the statistics of the model to reach a steady state.

The weights enter the model dynamics through the reinforcement of visited links, which is controlled by the "friendship reinforcement" parameter \( \delta \). When \( \delta \) is large some links start to dominate the local search process attracting almost all searches and becoming all the time stronger. In this case the search ends up almost always to a "familiar" node, that is, the start and end nodes are already connected. On the other hand, when \( \delta = 0 \) the local search follows all links with equal probability. Now the search exits the neighborhood of the start quite easily, and a new link is searched after intervals, and denote the corresponding distributions for the mobile phone call network (note that this network has \( \langle k \rangle = 3.1 \)). As can be seen, for all the studied values of \( \delta \) the properties of our model network are in agreement with features (i)–(iii) and also with feature (iv) as the network diameter grows as \( \log N \) (not shown). In this sense even \( \delta = 0 \) can be considered as a valid choice for modelling social networks, since our results resemble those obtained from certain unweighted models [13,14].

Theorem 5.2.6. The scaling of CPU-time for the model algorithm as a function of network size. Networks with \( \langle k \rangle = 10 \) \( \{p_r = 5 \times 10^{-3}, \delta = 1, p_\Delta = 0.044\} \) are denoted by (c) and networks with \( \langle k \rangle = 15 \) \( \{p_r = 1 \times 10^{-3}, \delta = 1, p_\Delta = 0.0719\} \) by (c). Simulations were done on desktop computer with 3.0 GHz Pentium 4 processor.

and \( \langle k \rangle = 15 \). The simulation runs were performed for 25000 time steps. Here it can be seen that scaling of the CPU-time is linear for both networks, which was expected because the algorithm uses only local processes (and the GA process is always performed in constant time). Note also that our algorithm could be parallelized rather easily because at each time step the LA and GA processes for each node are independent of other searches. However, we have not attempted this.

3.2. Basic distributions

In Fig. 3 we present the basic distributions for the simulated networks with varying friendship reinforcement parameter \( \delta \in [0, 1.6] \) and \( \langle k \rangle = 15 \). There are a number of analyses of large data bases [11,17–19] that suggest at least the following common features for social networks: (i) degree distributions are skewed, (ii) high-degree nodes are often connected to other high-degree nodes (assortative mixing), (iii) the average clustering coefficient (c) is high compared to random networks, and (iv) the average shortest path lengths are small (the small-world property). Fig. 3 shows also the corresponding distributions for the mobile phone call network (note that this network has \( \langle k \rangle = 3.1 \)). As can be seen, for all the studied values of \( \delta \) the properties of our model network are in agreement with features (i)–(iii) and also with feature (iv) as the network diameter grows as \( \log N \) (not shown). In this sense even \( \delta = 0 \) can be considered as a valid choice for modelling social networks, since our results resemble those obtained from certain unweighted models [13,14].

The effect of \( \delta \) on network structure is visualized in Fig. 4, where it is clearly seen that increasing \( \delta \) promotes the formation of communities. Moreover, strong links seem to be confined in communities while the links between communities are mainly weak. The topological structure of the model networks can be studied by \( k \)-clique percolation method. This method defines the communities by adjacent cliques of \( k \) nodes, see Fig. 5(a). Here we have used a recently proposed fast algorithmic implementation for

3. Results

3.1. Scaling of the algorithm

Before presenting results for the formation of social networks we first investigate the CPU-time scaling of our model algorithm. It is natural to expect that the required CPU-time depends on the network size \( N \), average degree \( \langle k \rangle \), number of iterations, but also weakly on other network parameters. Fig. 2 shows the CPU-time as a function of network size for networks having \( \langle k \rangle = 10 \) and \( \langle k \rangle = 15 \). The simulation runs were performed for 25000 time steps. Here it can be seen that scaling of the CPU-time is linear for both networks, which was expected because the algorithm uses only local processes (and the GA process is always performed in constant time). Note also that our algorithm could be parallelized rather easily because at each time step the LA and GA processes for each node are independent of other searches. However, we have not attempted this.

3.3 Network community structure by clique percolation

The effect of \( \delta \) on network structure is visualized in Fig. 4, where it is clearly seen that increasing \( \delta \) promotes the formation of communities. Moreover, strong links seem to be confined in communities while the links between communities are mainly weak. The topological structure of the model networks can be studied by \( k \)-clique percolation method. This method defines the communities by adjacent cliques of \( k \) nodes, see Fig. 5(a). Here we have used a recently proposed fast algorithmic implementation for
Fig. 3. (Color online) Basic distributions of model networks for several values of $\delta$. (a) Degree distribution, (b) clustering, (c) average nearest neighbor degree $k_{nn}$, and (d) average link overlap as a function of cumulative link weight. Results are averaged over 50 realizations for $N = 1 \times 10^4$ networks. Values for $\delta$ are 0 ($\bigcirc$), $2 \times 10^{-2}$ ($\star$), 0.2 ($\triangle$), and 1.6 ($\circ$). Results for mobile phone call data [11] are for comparison and labeled by (+).

Fig. 4. (Color online) Visualization of the effect of $\delta$ on network topology. (a) $\delta = 0$, (b) $\delta = 0.1$, and (c) $\delta = 1$ ($\langle k \rangle = 10$ for these networks). Weak links are green and the color changes gradually to red for strong links.

$k$-clique percolation [20], which scales even for very large networks. We used 4-cliques approach but similar results are obtained also for $k = 3$ and $k = 5$. Fig. 5(b) shows the relative largest community size $R_{k=4}$ and average community size excluding the largest community $\langle n_s \rangle$ as a function of $\delta$ for $\delta \in [0, 1.6]$. When $\delta = 0$ the communities turn out to be quite small having at most approximately 50 nodes and the average community size is $\langle n_s \rangle \approx 6$. Increasing $\delta$ changes the community structure significantly. First, the 4-cliques start to percolate through most of the network, which can be seen as a fast increase in $R_{k=4}$, but when $\delta \gtrsim 0.5$ $R_{k=4}$ starts to decrease and simultaneously $\langle n_s \rangle$ increases to about 30 nodes. This means that when $\delta$ increases above $\gtrsim 0.5$ the communities start to "condense" to the initially rather homogeneous network. The distribution of community sizes was found to be stable after the initial lead-in time of approximately 10–20 average node life times.

3.4. Weight-topology correlations

Finally, we discuss the correlations between link weights and network topology, and the effect of $\delta$ on them. If the strong links are confined mainly in tight communities and the links between communities are predominantly weak, as the weak ties hypothesis by Granovetter suggests, the network should break into pieces easier by removing the links in ascending than in descending order of weights. This was observed for the mobile phone call network [11] and on the basis of visual inspection of Fig. 4 one would expect also our model behave similarly when $\delta$ is sufficiently large. To confirm this we remove links from the network in both orders while monitoring the relative giant component size $R_{LCC}$, the susceptibility $\tilde{s} = \sum n_s s^2 / N$, and the average clustering coefficient $\langle c \rangle$ [5] as a function of the ratio of removed links $f$. Here $n_s$ is the number of components of size $s$. The results for networks for $\delta \in [0, 1.6]$ are shown in Fig. 6(a) together with the corresponding results for the mobile phone call network, in Fig. 6(b). When $\delta$ is small the giant component becomes disintegrated at the same point regardless of the link removal order and $\tilde{s}$ remains very small. Therefore, coupling between weights and topology appears to be weak in this case, which is not surprising considering the results of clique percolation. The difference between link removal orders appear when $\delta \gtrsim 0.5$. Now, when weak links are removed first, the giant component starts to disintegrate earlier and the susceptibility $\tilde{s}$ develops a significant peak, which can be interpreted such that the network breaks into many quite large components, i.e., communities. On the other hand, when strong links are removed first, $\tilde{s}$ remains small for all values of $\delta$ and the giant component disintegrates always at the same point. The insets in Fig. 6(a) show the behavior of $\langle c \rangle$ for both link removal
orders. The rapid decrease in (c) when removing the strong links first indicates that the strong links locate mainly in tightly connected components, while the opposite is true for weak links. This is corroborated also by Fig. 3(d), which shows the link overlap $\alpha_{ij} = n_{ij} / (k_i + k_j - 2 - n_{ij})$, where $n_{ij}$ is the number of common neighbors of nodes $v_i$ and $v_j$, as a result of cumulative link weight [11]. There it is seen that also in our model the overlap increases with link weight for sufficiently large $\delta$, as the weak ties hypothesis suggests, thus supporting the observation for strong links being confined in communities. Our link percolation results are in good agreement with the corresponding results for the mobile phone call data as can be seen in Fig. 6(b).

4. Conclusions

In this paper we have introduced a simple weighted network model based on sociologically justified microscopic mechanisms to mimic mesoscopic community and macroscopic topology formation in social system. In this model the link weights are an essential part of the microscopic mechanisms establishing a coupling between network structure and interaction strengths between nodes, such that the introduction of a new link depends on the existing link weights, which are reinforced once a new link has been introduced. In addition to the local search and random attachment mechanisms that in the model correspond the cyclic closure and focal closure of network sociology, we also introduced a mechanism of random node removal with all its links simultaneously removed. The implementation of the model algorithm turned out to be computationally very efficient since the CPU-time of a simulation scales linearly with the size of the network. The simulation results show that communities emerge after nucleating from structural fluctuations but only if link weight or friendship reinforcement is sufficiently strong. In addition our model fulfills various topological and statistical properties of social networks and it exhibits weight-topology correlation complying with the Strength of Weak Tie Hypothesis by Granovetter. For this our model pro-

Fig. 5. (a) An illustration of a 3-clique “rolling”. The 3-clique ABC first rolls on to BCD by releasing node A. When node D is released the 3-clique rolls on CDE. Thus, nodes A, B, C, D, and E form a 3-clique community (but not a 4-clique community since node E does not belong to any 4-clique). (b) Largest 4-clique community size $R_{k=4}$ and average community size (excluding the largest) $\langle n_s \rangle$ as a function of $\delta$. Results are averaged over 50 realizations for size $N = 1 \times 10^4$ networks.

Fig. 6. (Color online) (a) Link percolation results for the model networks. Upper panel shows the relative giant component size $R_{\text{GMC}}$ and the lower panel the susceptibility $\tilde{s}$. On the left: weak links are removed first; on the right: strong links are removed first. In the inserts average clusterings are shown. Results are averaged over 50 realizations for size $N = 5 \times 10^4$ networks. Values of $\delta$ are 0 (○), $2 \times 10^{-2}$ (●), 0.2 (◦), 1.0 (□), and 1.6 (▽). For comparison (b) link percolation results for the mobile phone call data published in [11]. Upper and lower panels and are as in the model networks (a), and descending weight removal is in black and ascending in red. © 2007 The National Academy of Sciences of the United States of America, all rights reserved.
vides plausible mechanisms and it could in general serve as a starting point for understanding community formation in weighted networks.
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