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Abstract

In this paper we present a documentation for Matlab toolbox consisting of Rao-Blackwellized particle filtering based algorithms, which can be used in solving data association problems frequently occurring in the context of multiple target tracking. The provided algorithms can be used for fixed as well as unknown and time-varying number of targets. The mathematical background of the provided algorithms as well as the relevant estimation methods are briefly reviewed. The properties and the usage of the provided methods are illustrated with several tracking examples.
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1 Introduction

In multiple target tracking (MTT) we are estimating the states of several targets through measurements, which are typically generated by some kind of radars. If we know the targets which produce each measurement the problem reduces to single target tracking and we can use a standard filtering algorithm (e.g. Kalman or extended Kalman filter) for estimating the states of the targets independently. Unfortunately, such knowledge is very rarely available in practice, and in many cases some measurements might be also due to clutter, so one is forced to solve the problem of data association. The problem is further complicated if we do not know the exact number of targets and if that number varies through time. After we have estimated the number of targets and associated measurements to individual targets we can apply the standard filtering techniques for estimating the target states.

Methods for solving the data association problems are typically divided into two classes: Unique-neighbor data association (such as multiple hypothesis tracking (MHT)) and All-neighbors data association (such as joint probabilistic data association (JPDA)) methods. The main difference between these two are that in the former each measurement is associated with one of the previously created tracks, and in the latter all measurements are used for updating all the tracks.

In MHT [3, 4, 5] each measurement is associated with an existing track, or a new track is formed according to some criterion. Instead of only one track configuration several hypotheses are simultaneously formed and maintained as the data associations are not necessarily unique. Likelihoods of the measurements and the posterior probabilities of the hypotheses are calculated, and according to these only the most probable hypotheses are stored. Several variants of this algorithm can be obtained by applying various heuristic techniques, such as gating, hypothesis merging and clustering.

In this paper we provide a documentation for a Matlab toolbox, which consists of algorithms aimed for solving data association problems, in which the number of targets can be known or unknown and time-varying. In the provided algorithm we treat the target states, data associations and the births and deaths of targets as hidden stochastic processes, which are observed through (possibly noisy and indirect) measurements. The joint tracking and data association is formulated as a Bayesian estimation problem and the inference is done with Sequential Monte Carlo (SMC) methods (also referred as particle filtering methods), which give Monte Carlo approximations to the posterior distributions, that is, they are represented as a discrete set of samples. The SMC based MTT methods can be considered as generalizations of MHT as particles are used for representing multiple different data association hypothesis. Furthermore, the accuracy and efficiency of the algorithm is enhanced with the application of Rao-Blackwellization, which allows us to integrate over the target states and use SMC only for estimating the data associations. This leads to a mixture Gaussian representation of the joint posterior distribution, which has smaller variance than the pure particle representation.

The main purpose of this software is to illustrate the functioning and the properties of the implemented MTT methods rather than being highly optimized software, which can be directly incorporated into a real tracking platform. Practical implementations of these methods certainly require more engineering effort.

The software of this toolbox uses many of the functions provided in our Kalman filtering toolbox EKF/UKF [7], so it’s highly recommended to get familiarized with it before getting deeper into the code provided in this toolbox.

This documentation is organized as follows:

- In section 2 we review the filtering methods in which the provided MTT methods relies on.

- Section 3 reviews the provided data association algorithm for the case, in which number of targets is known and remains constant. The software implementation of the algorithm is also reviewed by two demonstrations and function descriptions.

- In the section 4 the RBMCDA algorithm for unknown and time-varying number of targets is reviewed, and the software implementation of the algorithm is also in this case illustrated with two demonstrations and function descriptions.
In the section 5 all the functions of the toolbox are listed. Also, the descriptions of provided miscellaneous functions (which are not directly related to the provided MTT methods) are given in this section.

2 Filtering Methods

In this section we shall briefly review the filtering methods relevant to methods provided by this toolbox.

2.1 Optimal Filtering of Target States

The model for the system (which in this context means individual targets) can be written in (discrete-time) state space form as

\[ x_k \sim p(x_k|x_{k-1}) \]  
\[ y_k \sim p(y_k|x_k) \]

where
- \( x_k \in \mathbb{R}^n \) is the state of the target on time step \( k \), which can be, for example, the position, the velocity or the acceleration of the target.
- \( y_k \in \mathbb{R}^d \) is the measurement on time step \( k \), which can be, for example, position of the target, distance to the target or the relative angle between the target and the sensor.
- \( p(x_k|x_{k-1}) \) is the dynamic model of the targets, which describe the stochastic dynamics of the target.
- \( p(y_k|x_k) \) is the measurement model, which describe how the measurements are distributed given the current state of the target.

The purpose of optimal filtering is to compute the estimate for the current state given all the measurements obtained so far, that is, we want to recursively compute the marginal posterior distribution

\[ p(x_k|y_{1:k}), \]  

which is given as follows:

- Initialize the recursion with the prior distribution \( p(x_0) \).
- Compute the predictive distribution of the state \( x_k \) on time step \( k \) by solving the Chapman-Kolmogorov equation

\[ p(x_k|y_{1:k-1}) = \int p(x_k|x_{k-1})p(x_{k-1}|y_{1:k-1})dx_{k-1}. \]  

- After obtaining the measurement \( y_k \) on time step \( k \) compute the posterior distribution of the state \( x_k \) by the Bayes’ rule as

\[ p(x_k|y_k) = \frac{1}{Z_k} p(y_k|x_k)p(x_k|y_{1:k-1}), \]  

where \( Z_k \) is a normalization constant given as

\[ Z_k = \int p(y_k|x_k)p(x_k|y_{1:k-1})dx_k. \]
These integrals (also commonly referred as \textit{optimal Bayesian filtering equations}) can be solved in analytic form when the dynamic and measurement models are of linear and Gaussian form, i.e.,

\begin{align}
p(x_k|x_{k-1}) &= N(x_k|A_{k-1}x_{k-1}, Q_{k-1}) \quad (7) \\
p(y_k|x_k) &= N(y_k|H_kx_k, R_k) \quad (8)
\end{align}

and the solution is also of Gaussian form. The algorithm for calculating it is commonly referred as the \textit{Kalman filter} introduced by R.E. Kalman in his seminal paper [15]. The solutions for slightly non-linear models, e.g., models of form

\begin{align}
p(x_k|x_{k-1}) &= N(x_k|f(x_{k-1}, k - 1), Q_{k-1}) \quad (9) \\
p(y_k|x_k) &= N(x_k|h(x_{k-1}, k - 1), R_k), \quad (10)
\end{align}

can be approximated with Gaussians by using the extended Kalman filter (EKF) [12, 2] or the Unscented Kalman filter (UKF) [13]. The EKF replaces the non-linear model with a \textit{locally linearized} model using the Taylor series expansion whereas UKF determines the mean and covariance of the Gaussian by using the \textit{unscented transformation}. The details of these methods are covered, for example, in the manual of our Kalman filtering toolbox EKF/UKF [7].

The toolbox also contains methods for computing smoothed state estimates of previous time steps given the measurements obtained so far. In other words, we are interested in computing the marginal posterior distribution

\begin{equation}
p(x_k \mid y_{1:T}), \quad (11)
\end{equation}

where \( T > k \). As with the filtering equations above also in this case the formal solution can expressed as a set of recursive Bayesian smoothing equations (see, e.g. [23]):

\begin{align}
p(x_{k+1} \mid y_{1:k}) &= \int p(x_{k+1} \mid x_k) p(x_k \mid y_{1:k}) \, dx_k \\
p(x_k \mid y_{1:T}) &= p(x_k \mid y_{1,k}) \int \left[ \frac{p(x_{k+1} \mid x_k) p(x_{k+1} \mid y_{1:T})}{p(x_{k+1} \mid y_{1:k})} \right] \, dx_{k+1}. \quad (12)
\end{align}

Naturally, these integrals have analytic solutions only in certain cases. With linear Gaussian models the algorithm for calculating the smoothed estimates is commonly referred as \textit{Kalman smoother} (see, e.g., [9, 2]).

\section{Particle Filtering}

In case of more complex (i.e. highly non-linear and non-Gaussian) models Kalman filter based methods are often inadequate for providing sufficiently accurate estimates of the system, and therefore other methods should be considered. \textit{Particle filtering} is a very effective estimation framework, which can be used in estimating arbitrary state space models of form (2). It is based on representing the distributions of interest (i.e. filtering distribution (3)) as a discrete set of samples (\textit{particles}). In principle, any system can be estimated to a desired accuracy with a particle filter by using sufficiently large amount of particles, but of course the practical limitations in computational resources sets the lower bound for it.

\subsection{Sequential Importance Resampling Filter}

Generally it is impossible to directly draw samples from the filtering distribution (3). One way of avoiding this difficulty is to use a recursive version of importance sampling, in which we draw samples from a chosen \textit{importance distribution} and calculate a weight for each sample according to their posterior probabilities. A commonly used algorithm based on this idea is called the \textit{sequential importance resampling} (SIR) [10, 16, 6, 19], in which an additional \textit{resampling} procedure is introduced for avoiding the degeneracy of the algorithm by removing particles with too small weights and duplicating particles with large weights. Resampling introduces some variance to the estimates, but it can reduced by choosing the actual resampling method appropriately. \textit{Stratified resampling} [16] is optimal in terms of variance.
Sequential importance resampling

Given an importance distribution $\pi(x_k|x_{k-1}, y_{1:k})$ and a set of particles $\{w_k^{(i)}, x_k^{(i)} : i = 1, \ldots, N\}$ from the previous time step, a set of particles $\{w_k^{(i)}, x_k^{(i)} : i = 1, \ldots, N\}$ is obtained as follows:

1. Draw $x_k^{(i)}$ for each particle from the importance distribution:
   \[
   x_k^{(i)} \sim \pi(x_k|x_{k-1}, y_{1:k}), \quad i = 1, \ldots, N. \tag{13}
   \]

2. Calculate new (unnormalized) weights as
   \[
   w_k^{*(i)} \propto w_k^{*(i)} \frac{p(y_k|x_k^{(i)})p(x_k^{(i)}|x_{k-1}^{(i)})}{\pi(x_k|x_{k-1}^{(i)}, y_{1:k})}, \quad i = 1, \ldots, N. \tag{14}
   \]

3. Normalize the weights to sum to unity as
   \[
   w_k^{(i)} = \frac{w_k^{*(i)}}{\sum_{j=1}^{N} w_k^{*(j)}}, \tag{15}
   \]

4. Estimate the effective number of particles as
   \[
   n_{eff} \approx \frac{1}{\sum_{i=1}^{N} (w_k^{(i)})^2}. \tag{16}
   \]

If the effective number of particles is too low (i.e. $n_{eff} < N/10$), perform resampling. This resampling scheme is called the adaptive resampling, which monitors the effective number of particles by estimating the variance of the particle weights.

After the particles have been obtained the filtering distribution (3) can be approximated as

\[
p(x_k|y_{1:k}) \approx \sum_{i=1}^{N} w_k^{(i)} \delta(x_k - x_k^{(i)}), \tag{17}
\]

where $\delta(\cdot)$ is the Dirac delta function.

The choice of importance distribution is usually critical. Firstly, it should be of functional from which it is easy to draw samples and from which it is possible to evaluate the probability densities of the samples. Secondly, it should be as close as possible to the optimal importance distribution

\[
\pi(x_k|x_{k-1}, y_{1:k}) = p(x_k|x_{k-1}, y_{1:k}), \tag{18}
\]

for which the variance is minimal. If it is not possible to directly use this one can obtain good importance distributions by local linearization where a mixture of extended Kalman filters (EKF) or unscented Kalman filters (UKF) is used as the importance distribution.

A simple variation of SIR is obtained by using the dynamic model $p(x_k|x_{k-1})$ as the importance distribution. This is called the bootstrap filter [10], which is really easy to implement, but can also need a very large number of particles to be accurate enough, as it doesn’t use the information provided by measurements when sampling from the importance distribution.
2.2.2 Rao-Blackwellized Particle Filter

If the model is of certain form the efficiency of SIR can be enhanced by using the theorem of Rao-Blackwell. The theorem states that if \( g(X) \) is any kind of estimator of some parameter \( \theta \) and \( T(X) \) some sufficient statistic, then the conditional expectation of \( g(X) \) given \( T(X) \) is usually better estimate of \( \theta \) and never worse. This kind of estimator transformation is often referred as Rao-Blackwellization. The Rao-Blackwellized particle filter (RBPF) [1, 6, 19] is based on the idea that sometimes it is possible to compute some of the filtering equations in closed form and the other with Monte Carlo sampling instead of using sampling methods for all equations. According to Rao-Blackwell theorem this leads to estimators with less variance, which can be interpret as replacing a finite set of particles with a infinite set, which is always more accurate than any finite set.

In this context the Rao-Blackwellized particle filtering refers to marginalized filtering of Markov models, which are conditionally Gaussian of form

\[
p(x_k | x_{k-1}, \lambda_{k-1}) = N(x_k | A_{k-1}(\lambda_{k-1})x_{k-1}, Q_{k-1}(\lambda_{k-1})) \tag{19}
\]

\[
p(y_k | x_k, \lambda_k) = N(y_k | H_k(\lambda_k)x_k, R_k(\lambda_k)) \tag{20}
\]

\[
p(\lambda_k | \lambda_{k-1}) = \text{(any given form)}, \tag{21}
\]

where \( x_k \) is the state, \( y_k \) the measurement, and \( \lambda_k \) an arbitrary latent variable. \( M(\lambda) \) denotes that matrix \( M \) is conditioned on the value of latent variable \( \lambda \). If the prior distribution of \( x_k \) is also Gaussian the state variables \( x_k \) can be integrated out in closed form and only the latent variables \( \lambda_k \) need to be sampled. The resulting algorithm is summarized below.

Conditionally Gaussian Rao-Blackwellized particle filter

Given an importance distribution \( \pi(\lambda_k | \lambda_{1:k-1}, y_{1:k}) \), set of particles \( \{w_{k-1}^{(i)}, \lambda_{k-1}^{(i)}, m_{k-1}^{(i)}, P_{k-1}^{(i)} : i = 1, \ldots, N\} \), and measurement \( y_k \), the set of particles \( \{w_{k}^{(i)}, \lambda_{k}^{(i)}, m_{k}^{(i)}, P_{k}^{(i)} : i = 1, \ldots, N\} \) is processed as follows [6]:

1. Perform Kalman filter predictions for the means \( m_{k-1}^{(i)} \) and the covariances \( P_{k-1}^{(i)} \) of particles \( i = 1, \ldots, N \) conditional on the previously drawn latent variable values \( \lambda_{k-1}^{(i)} \) as

\[
m_{k}^{(i)} = A_{k-1}(\lambda_{k-1}^{(i)})m_{k-1}^{(i)} - A_{k-1}(\lambda_{k-1}^{(i)})Q_{k-1}(\lambda_{k-1}^{(i)}). \tag{22}
\]

2. Draw new latent variables \( \lambda_{k}^{(i)} \) for each particle in \( i = 1, \ldots, N \) from the corresponding importance distributions

\[
\lambda_{k}^{(i)} \sim \pi(\lambda_k | \lambda_{1:k-1}^{(i)}, y_{1:k}). \tag{23}
\]

3. Calculate new (unnormalized) weights as follows:

\[
w_{k}^{(i)} \propto w_{k-1}^{(i)} p(y_k | \lambda_{1:k-1}^{(i)}, y_{1:k-1}) p(\lambda_{k}^{(i)} | \lambda_{1:k-1}^{(i)}) \pi(\lambda_{k}^{(i)} | \lambda_{1:k-1}^{(i)}, y_{1:k}), \tag{24}
\]

where the likelihood term is the marginal measurement likelihood of the Kalman filter

\[
p(y_k | \lambda_{1:k-1}^{(i)}, y_{1:k-1}) = N(y_k | H_k(\lambda_{k}^{(i)})m_{k}^{(i)}, H_k(\lambda_{k}^{(i)})P_{k}^{(i)}H_k^T(\lambda_{k}^{(i)}) + R_k(\lambda_{k}^{(i)})). \tag{25}
\]

such that the model parameters in the Kalman filter are conditioned on the drawn latent variable value \( \lambda_{k}^{(i)} \).
4. Normalize the weights to sum to unity as
\[ w_k^{(i)} = \frac{w_k^{* (i)}}{\sum_{j=1}^{N} w_k^{* (j)}}. \] (26)

5. Perform Kalman filter updates for each of the particles conditional on the drawn latent variables \( \theta_k^{(i)} \)
\[ \begin{align*}
    \nu_k^{(i)} &= y_k - H_k(\lambda_k^{(i)}) m_k^- \\
    S_k^{(i)} &= H_k(\lambda_k^{(i)}) P_k^{(i)} H_k^T(\lambda_k^{(i)}) + R_k(\lambda_k^{(i)}) \\
    K_k^{(i)} &= P_k^{(i)} H_k^T(\lambda_k^{(i)}) S_k^{-1} \\
    m_k^{(i)} &= m_k^- + K_k^{(i)} \nu_k^{(i)} \\
    P_k^{(i)} &= P_k^{(i)} - K_k^{(i)} S_k^{(i)} K_k^{(i)}^T.
\end{align*} \] (27)

6. If the effective number of particles (16) is too low, perform resampling.

After the set of particles have been acquired the filtering distribution can approximated as
\[ p(x_k, \lambda_k | y_{1:k}) \approx \sum_{i=1}^{N} w_k^{(i)} \delta(\lambda_k - \lambda_k^{(i)}) N(x_k | m_k^{(i)}, P_k^{(i)}). \] (28)

## 3 RBMCDA with Known Number of Targets

Next we review the Rao-Blackwellized Monte Carlo data association (RBMCDA) algorithm for known number of targets originally presented in [21] and later modified a bit in [22]. First we shall introduce the filtering model of RBMCDA and how it’s incorporated into the RBPF framework reviewed above. Then we shall

### 3.1 Filtering Model

The filtering model of the RBMCDA algorithm is the following:

- **The number of targets** \( T \) is known and constant.
- **Target state priors** for targets \( j = 1, \ldots, T \) can be expressed as a set of weighted importance samples
\[ p(x_{0,j}) = \sum_i w^{(i)} N(x_{0,j} | m_{0,j}^{(i)}, P_{0,j}^{(i)}). \] (29)

- **The dynamic models** of targets are linear Gaussian
\[ p(x_{k,j} | x_{k-1,j}) = N(x_{k,j} | A_{k-1,j} x_{k-1,j}, Q_{k-1,j}), \] (30)

where the transition matrices \( A_{k-1,j} \) and process noise covariance matrices \( Q_{k-1,j} \) can be different for each target. Targets with non-linear dynamics of form (9) can be modeled by forming a Gaussian approximation by EKF or UKF. The motions of individual targets are a priori independent.

- **The measurement models** of targets are linear Gaussian
\[ p(y_k | x_{k,j}, c_k = j) = N(y_k | H_{k,j} x_{k,j}, R_{k,j}), \] (31)
where $c_k$ is the data association indicator, which has value $c_k = 0$ for clutter and $c_k = j$ for targets $j = 1, \ldots, T$. The measurement model matrices $H_{k,j}$ and covariance matrices $Q_{k,j}$ in (31) can be different for each target. Non-linear measurement models can used similarly as non-linear dynamic models, that is, by using EKF or UKF for making Gaussian approximations.

- **Clutter or false alarm measurements** can be modeled by using any probability density

\[ p(y_k | c_k = 0), \]  
(32)

which is independent of the target states $x_k = (x_{k,1} \cdots x_{k,T})^T$. For example, it can be a uniform distribution over the measurement space of volume $V$

\[ p(y_k | c_k = 0) = 1/V. \]  
(33)

- **The priors of data association indicators** are known and can be modeled as an $m$th order Markov chain

\[ p(c_k | c_{k-1}, \ldots, c_{k-m}). \]  
(34)

By allowing the data associations priors to depend on previous data associations we can, for example, restrict the amount of associations per target to one on a scan, that is, on a sequence of multiple measurements on single time instance. This is demonstrated, for example, in section 3.6. The associations can also be completely independent ($m = 0$).

In the article [22] it was shown that the RBMCDA algorithm can be incorporated directly into the Rao-Blackwellized Particle Filtering framework reviewed in section 2.2.2 when the latent values $\lambda_k$ are defined to contain the data association event indicators as

\[ \lambda_k = c_k. \]  
(35)

It was also noted, that conditional on the data associations $c_k$ the targets will remain independent during tracking. Due to this the computations in RBPF are simplified in such a way that individual targets can be processed separately in each particle. That is, we can perform Kalman filter prediction and update steps and measurement likelihood evaluations for each target separately rather than jointly processing state of the system. Furthermore, the KF measurement update is actually performed only to one target in each particle.

### 3.2 Data Representation

The state of the RBMCDA algorithm described above consists of a set of $N$ particles, where each particle $i$ at time step $k$ contains the following:

\[ \{ c_{k-m+1:k}^{(i)}, m_{k,1}^{(i)}, \ldots, m_{k,j}^{(i)}, \ldots, m_{k,T}^{(i)}, P_{k,1}^{(i)}, \ldots, P_{k,j}^{(i)}, \ldots, P_{k,T}^{(i)}, w_k^{(i)} \}, \]  
(36)

where

- $c_{k-m+1:k}^{(i)}$ are the data association indicators of time steps $k-m+1, \ldots, k$ with integer values $0, \ldots, T$, where $T$ is the number of targets. If the data association prior model is an $m$th order Markov model, then $m$ previous data associations should be stored. If the data association prior is time independent, the data association indicators do not need to be stored at all.
- $m_{k,j}^{(i)}, P_{k,j}^{(i)}$ are the mean and covariance of the target $j$, and they are conditional on the data association history $c_{1:k}^{(i)}$.
- $w_k^{(i)}$ is the importance weight of the particle.
In the actual software implementation a single particle is represented as a structure array with the following fields:

| M | Cell array of size $1 \times T$ of $T$ target means. |
| P | Cell array of size $1 \times T$ of $T$ target covariances. |
| W | Importance weight of the particle. |

The data association indicators $c_k^{(i)}$ are not actually stored in the particle structures and the indicators of the current time step are returned by the RBMCDAl routine (see the description of software implementation in section 3.5) separately. The purpose of this is to give the programmer a freedom of using any data structure he wants when computing the target and clutter priors in each time step.

New particle structures can be initialized with the following function:

```plaintext```
mcda_init
```
Initializes a cell array containing $N$ particle struct arrays. Each target can be given a separate prior for each particle, or same prior can be used. The prior particle weights can also be given. If not given, however, uniform distribution is used.

Syntax:
```
[S] = mcda_init(np,M0,P0, [W])
```

Input:

- np: Number of particles.
- M0: Cell array of target prior means. The size is $T \times N$ if separate is used for each particle, otherwise $T \times 1$.
- P0: Cell array of target prior covariances. The size is $T \times N$ if separate is used for each particle, otherwise $T \times 1$.
- W: Prior particle weights. default: uniform

Output:

- S: $1 \times N$ cell array containing $N$ particle structures.

3.3 Optimal Importance Distribution

To use the RBPF framework we must specify a importance distribution $\pi(c_k \mid y_{1:k}, c_{1:k-1}^{(i)})$ for the algorithm. Fortunately, we can use the optimal importance distribution, which can be decomposed by the Bayes’ rule as

$$p(c_k \mid y_{1:k}, c_{1:k-1}^{(i)}) \propto p(y_k \mid c_k, y_{1:k-1}, c_{1:k-1}^{(i)}) \times p(c_k \mid c_{1:k-1}^{(i)}),$$

where we have used the fact that association $c_k$ depends only on the $m$ previous associations $c_{k-m:k-1}$ if the order of the Markov model is $m$. The marginal measurement likelihood can be computed as [21]

$$p(y_k \mid c_k, y_{1:k-1}, c_{1:k-1}^{(i)}) = \begin{cases} 1/V & \text{if } c_k = 0 \\ KF_{lh}(y_k, m_{j,k}^{-\text{(i)}}, p_{j,k}^{-\text{(i)}}, H_{j,k}, R_{j,k}) & \text{if } c_k = j \end{cases}$$

where $j = 1, \ldots, T$ and $KF_{lh}(\cdot)$ denotes the Kalman filter measurement likelihood evaluation. $H_{j,k}$ and $R_{j,k}$ are the measurement model matrix and the measurement covariance matrix of the target $j$, respectively. For $j = 1, \ldots, T$ we have

$$[m_{j,k}^{-\text{(i)}}, p_{j,k}^{-\text{(i)}}] = KF_p(m_{j,k-1}^{\text{(i)}}, P_{j,k-1}^{\text{(i)}}, A_{j,k-1}, Q_{j,k-1}),$$

where $KF_p(\cdot)$ denotes the Kalman filter prediction step, and $m_{j,k-1}^{\text{(i)}}, P_{j,k-1}^{\text{(i)}}$ are the mean and the covariance of target $j$ in particle $i$, which is conditioned on the state history $c_{1:k-1}^{(i)}$. $A_{j,k-1}$ and
$Q_{j,k-1}$ are the transition matrix of dynamic model and the process noise covariance matrix of the target $j$, respectively. We can acquire samples from the optimal importance distribution as follows:

1. Compute the unnormalized clutter association probability
   \[
   \hat{\pi}_0^{(i)} = p(y_k \mid c_k^{(i)} = 0, y_{1:k-1}, c_{1:k-1}^{(i)}) \times p(c_k^{(i)} = 0 \mid c_{k-m:k-1}^{(i)}).
   \]

2. Compute the unnormalized target association probabilities for each target $j = 1, \ldots, T$
   \[
   \hat{\pi}_j^{(i)} = p(y_k \mid c_k^{(i)} = j, y_{1:k-1}, c_{1:k-1}^{(i)}) \times p(c_k^{(i)} = j \mid c_{k-m:k-1}^{(i)}).
   \]

3. Normalize the importance distribution:
   \[
   \pi_j^{(i)} = \frac{\hat{\pi}_j^{(i)}}{\sum_{j'=0}^T \hat{\pi}_{j'}^{(i)}}, \quad j = 0, \ldots, T.
   \]

4. The probabilities $\hat{\pi}_j^{(i)}$, $j = 0, \ldots, T$ now represent a discrete probability distribution in each particle, from which the data association indicators $c_k^{(i)}$, $i = 1, \ldots, N$ can be easily sampled as follows:
   - Draw $c_k^{(i)} = 0$ with probability $\pi_0^{(i)}$.
   - Draw $c_k^{(i)} = 1$ with probability $\pi_1^{(i)}$.
   - Draw $c_k^{(i)} = 2$ with probability $\pi_2^{(i)}$.
   - ...  
   - Draw $c_k^{(i)} = T$ with probability $\pi_T^{(i)}$.

### 3.4 Software Implementation

Conceptually the RBMCDAA algorithm can be divided into three main parts: prediction, update and resampling. Although these are provided as ready Matlab functions the writing of main program, which ties the different parts of the estimation procedure together, is left for the end user.

The structure of the main program can be roughly summarized as follows:

1. Set up the model parameters and the needed data structures used in the estimation. See the demonstrations or the EKF/UKF toolbox [7] for more details on how this can be done. Data structures for particles can be initialized with the function `mcda_init` introduced in section 3.2.

2. Load the measurement data. If real data is not available simulated data can be loaded/generated here.

3. Create the filtering loop, which processes each time step as follows:
   (a) Call the prediction function (`kf_mcda_predict`, `ekf_mcda_predict` or `ukf_mcda_predict`).
   (b) Each measurement on the current time step are processed as follows:
      i. Set up the target and clutter priors for the update function conditional on the previous data associations for each particle. This can be done in any way the user wants. See the demos for some examples.
ii. Call the update function (\texttt{kf\_mcda\_update, ekf\_mcda\_update} or \texttt{ukf\_mcda\_update}) for each measurement on the current time step.

(c) Perform resampling (with function \texttt{resample}), if needed. The actual criterion on when to perform resampling is left for user to decide. If adaptive resampling is used the effective number of particles can be estimates with the function \texttt{eff\_particles}.

(d) Save the estimates of the current time step. The particles in each time step are stored as a $1 \times N_t$ cell array of $N_p$ particle structures, so a natural structure for saving them is a $N_t \times N_p$ sized cell array, where $N_t$ is the number of time steps.

4. Smooth the estimates (with the function \texttt{kf\_mcda\_smooth, ekf\_mcda\_smooth} or \texttt{ukf\_mcda\_smooth}), if needed.

5. Save and plot the overall estimates.

Of course, the procedure is not by any means restricted to have this form. The purpose is only the give an illustration on how it can be used. The descriptions of the functions highlighted above are given below.

\textbf{\texttt{kf\_mcda\_predict}}

Computes Kalman filter prediction (eq. (22)) for each target in each particle separately.

\textbf{Syntax:} \texttt{S = kf\_mcda\_predict(S,A,Q)}

- \texttt{S} 1 x N cell array containing particle structures.
- \texttt{A} State transition matrix which can be a same numeric matrix for every target or a T x N cell array containing separate matrices for each target in each particle.
- \texttt{Q} Process noise covariance matrix which can be a same numeric matrix for every target or a T x N cell array containing separate matrices for each target in each particle.

\textbf{Output:} \texttt{S} 1 x N cell array containing the struct arrays of predicted particles.

\textbf{\texttt{kf\_mcda\_update}}

Forms the optimal importance distribution in each particle by calculating the likelihoods of targets and clutter (eqs. (38)) and combining them with prior target detection and clutter probabilities (eqs. (41) and (40), respectively). Then, new data association indicators are drawn according to procedure reviewed in section 3.4. After that the Kalman filter update (eqs. (27)) is done for targets, whose values were drawn from the importance distribution in each particle. Finally, the weights of particles are updated and normalized to sum to unity.

\textbf{Syntax:} \texttt{[S,C] = kf\_mcda\_update(S,Y,H,R,TP,CP,CD)}

- \texttt{S} 1 x N cell array containing particle structures.
- \texttt{Y} Measurement as $D \times 1$ vector.
- \texttt{H} Measurement model matrix.
- \texttt{R} Measurement noise covariance as $D \times D$ matrix.
- \texttt{TP} $T \times 1$ vector of prior probabilities for measurements hitting each of the targets. Can also be a $T \times N$ matrix containing separate priors for every particle.
- \texttt{CP} Prior probability of a measurement being due to clutter. Can be a scalar (same prior for all particles) or a 1xN vector (different for each particle). default: zero
- \texttt{CD} Probability density of clutter measurements, which could be for example $1/V$, where $V$ is the volume of clutter measurement space. default: 0.01

\textbf{Output:} \texttt{S} 1 x N cell array containing the struct arrays of updated particles.
- \texttt{C} 1 x N vector of contact incidences 0, ..., T, where 0 means clutter.
**kf_mcda_smooth**

Smoothes the filtered particles produced by the RBMCDA algorithm with RTS smoother.

**Syntax:**

```
[S, SM] = kf_mcda_smooth(S, A, Q)
```

**Input:**

- `S`: \( N_t \times N_p \) cell array containing \( N_p \) particle structures for \( N_t \) time steps.
- `A`: State transition matrix which can be a same numeric matrix for every target or a \( T \times N_p \) cell array containing separate matrices for each target in each particle.
- `Q`: Process noise covariance matrix which can be a same numeric matrix for every target or a \( T \times N_p \) cell array containing separate matrices for each target in each particle.

**Output:**

- `S`: \( N_t \times N_p \) cell array containing the struct arrays of predicted particles.
- `SM`: \( 1 \times T \) cell array containing smoothed means for each target as a \( D \times N_t \) matrix.

**ekf_mcda_predict**

Computes EKF prediction (eq. \((22)\)) for each target in each particle separately. If the dynamic models are non-linear EKFs are used instead of standard KFs.

**Syntax:**

```
S = ekf_mcda_predict(S, A, Q, a, AW, p)
```

**Input:**

- `S`: \( 1 \times N \) cell array containing particle structures.
- `A`: Derivative of dynamic model w.r.t. to state as matrix if common for all targets or as cell array of size \( T \times N \) for each target in each particle. Can also be a inline function or name of function in form \( A(x, i, p) \), where \( i \) is the index of the target \( x \). If the model is linear state transition matrices are given instead of Jacobians. default: eye
- `Q`: Process noise of discrete model as matrix if common for all targets, or as cell array of size \( T \times 1 \) for all targets separately. default: zero
- `a`: Dynamic model as cell array of size \( T \times N \) for each target in each particle, or inline function or name of function in form \( a(x, i, p) \), where \( i \) is the index of the target \( x \). default: \( A \times X \)
- `AW`: Derivative of a w.r.t. noise as matrix if common for all targets or as cell array of size \( T \times N \) for each target in each particle. Can also be a inline function or name of function in form \( AW(x, i, p) \), where \( i \) is the index of the target \( x \). default: eye
- `p`: Parameters of \( A, a \) and \( AW \).

**Output:**

- `S`: \( 1 \times N \) cell array containing the struct arrays of predicted particles.
**ekf_mcda_update**

Same as `kf_mcda_update` with exception that standard KF is replaced with EKF.

**Syntax:** 
```
[S, C] = ekf_mcda_update(S, Y, H, R, h, V, TP, CP, CD, p)
```

**Input:**
- `S`: 1 × N cell array containing particle structures.
- `Y`: Measurement as D × 1 vector.
- `H`: Derivative of h w.r.t. state as matrix, inline function or name of function in form `H(x, p)`. In case of linear measurements the Jacobian is replaced with measurement model matrix.
- `R`: Measurement noise covariance as D × D matrix.
- `h`: Mean prediction (innovation) as vector, inline function or name of function in form `h(x, p)`.
- `V`: Derivative of h w.r.t. noise as matrix, inline function or name of function in form `V(x, i, p)` default: eye
- `TP`: T × 1 vector of prior probabilities for measurements hitting each of the targets. Can also be a T × N matrix containing separate priors for every particle.
- `CP`: Prior probability of a measurement being due to clutter. Can be a scalar (same prior for all particles) or a 1xN vector (different for each particle). default: zero
- `CD`: Probability density of clutter measurements, which could be for example 1/V, where V is the volume of clutter measurement space. default: 0.01
- `p`: Parameters of H, h and V.

**Output:**
- `S`: 1 × N cell array containing the struct arrays of updated particles.
- `C`: 1 × N vector of contact incidences 0, . . . , T, where 0 means clutter.

**ekf_mcda_smooth**

Smooths the filtered particles produced by the RBMCDA algorithm with ERTS smoother.

**Syntax:** 
```
[S, SM] = ekf_mcda_smooth(S, A, Q, a, AW, p, s_p)
```

**Input:**
- `S`: Nt × Np cell array containing Np particle structures for Nt time steps.
- `A`: Derivative of dynamic model w.r.t. state as matrix if common for all targets or as cell array of size T × Np for each target in each particle. Can also be a inline function or name of function in form `A(x, i, param)`, where i is the index of the target x. If the model is linear state transition matrices are given instead of Jacobians. default: eye
- `Q`: Process noise of discrete model as matrix if common for all targets, or as cell array of size T × 1 for all targets separately. default: zero
- `a`: Dynamic model as cell array of size `T × Np` for each target in each particle, or inline function or name of function in form `a(x, i, p)`, where i is the index of the target x. default: `A*X`
- `AW`: Derivative of a w.r.t. noise as matrix if common for all targets or as cell array of size `T × Np` for each target in each particle. Can also be a inline function or name of function in form `AW(x, i, p)`, where i is the index of the target x. default: eye
- `p`: Parameters of A, a and AW.
- `s_p`: 1 if the same parameters should be used for every time step.

**Output:**
- `S`: Nt × Np cell array containing smoothed particle structures for each time step.
- `SM`: 1 × T cell array containing smoothed means for each target as a D × Nt matrix.
**ukf_mcda_predict**

Computes UKF prediction (eq. (22)) for each target in each particle separately.

**Syntax:**

\[
S = \text{ukf_mcda_predict}(S,A,Q,a,AW,p)
\]

**Input:**

- \( S \): 1 \times N \) cell array containing particle structures.
- \( A \): Dynamic model as cell array of size \( T \times N \) for each target in each particle, or inline function or name of function in form \( a(x,i,p) \), where \( i \) is the index of the target \( x \). default: \( A \times X \)
- \( Q \): Process noise of discrete model as matrix if common for all targets, or as cell array of size \( T \times N \) for all targets and particles separately. default: zero
- \( p \): Parameters of \( a \).

**Output:**

- \( S \): 1 \times N \) cell array of predicted particle structures.

**ukf_mcda_update**

Same as `kf_mcda_update` with exception that standard KF is replaced with UKF.

**Syntax:**

\[
[S,C] = \text{ukf_mcda_update}(S,Y,h,R,TP,CP,CD,p)
\]

**Input:**

- \( S \): 1 \times N \) cell array containing particle structures.
- \( Y \): Measurement as \( D \times 1 \) vector.
- \( h \): Measurement model function as a inline function, function handle or name of function in form \( h(x,p) \).
- \( R \): Measurement noise covariance.
- \( TP \): \( T \times 1 \) vector of prior probabilities for measurements hitting each of the targets. Can also be a \( T \times N \) matrix containing separate priors for every particle.
- \( CP \): Prior probability of a measurement being due to clutter. Can be a scalar (same prior for all particles) or a 1xN vector (different for each particle). default: zero
- \( CD \): Probability density of clutter measurements, which could be for example \( 1/V \), where \( V \) is the volume of clutter measurement space. default: 0.01
- \( p \): Parameters of \( h \).

**Output:**

- \( S \): 1 \times N \) cell array containing the struct arrays of updated particles.
- \( C \): 1 \times N vector of contact incidences \( 0, \ldots, T \), where 0 means clutter.

**ukf_mcda_smooth**

Smoothes the filtered particles produced by the RBMCDA algorithm with URTS smoother.

**Syntax:**

\[
[S,SM] = \text{ukf_mcda_smooth}(S,a,Q,p,s_p)
\]

**Input:**

- \( S \): \( N_t \times N_p \) cell array containing \( N_p \) particle structures for \( N_t \) time steps.
- \( a \): Dynamic model as cell array of size \( T \times N \) for each target in each particle, or inline function or name of function in form \( a(x,i,p) \), where \( i \) is the index of the target \( x \). default: \( A \times X \)
- \( Q \): Process noise of discrete model as matrix if common for all targets, or as cell array of size \( T \times 1 \) for all targets separately. default: zero
- \( p \): Parameters of \( a \).
- \( s_p \): 1 if the same parameters should be used for every time step.

**Output:**

- \( S \): \( N_t \times N_p \) cell array containing smoothed particle structures for each time step.
- \( SM \): \( 1 \times T \) cell array containing smoothed means for each target as a \( D \times N_t \) matrix.

### 3.5 Demonstration: Tracking a Single Object with Cluttered Measurements

As a first example we shall consider a scenario, in which we are tracking a single target in two dimensions having cluttered measurements. The dynamic model of the object is described by the
discretized Wiener process velocity model (see, e.g., [2]), where the state of the target can be written as
\[ \mathbf{x}_k = \begin{pmatrix} x_k & y_k & \dot{x}_k & \dot{y}_k \end{pmatrix}^T, \]  
(43)
where \((x_k, y_k)\) is the object’s position and \((\dot{x}_k, \dot{y}_k)\) the velocity in two dimensional cartesian co-ordinates. The discretized dynamics can be expressed with a linear, time-invariant plant equation
\[
\mathbf{x}_k = \begin{pmatrix}
1 & 0 & \Delta t & 0 \\
0 & 1 & 0 & \Delta t \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\mathbf{x}_{k-1} + \mathbf{q}_{k-1},
\]
(44)
where \(\mathbf{q}_{k-1}\) is discrete Gaussian white process noise having moments
\[
\begin{aligned}
E[\mathbf{q}_{k-1}] &= 0 \\
E[\mathbf{q}_{k-1} \mathbf{q}^T_{k-1}] &= \begin{pmatrix}
\frac{1}{4} \Delta t^3 & 0 & \frac{1}{2} \Delta t^2 & 0 \\
0 & \frac{1}{4} \Delta t^3 & 0 & \frac{1}{2} \Delta t^2 \\
\frac{1}{2} \Delta t^2 & 0 & \Delta t & 0 \\
0 & \frac{1}{2} \Delta t^2 & 0 & \Delta t
\end{pmatrix} q.
\end{aligned}
\]
The size of time step is set to \(\Delta t = 0.1\), and the power spectral density of process noise to \(q = 0.1\).

The clutter measurements the data association indicator \(c_k\) is now defined to have value 0 if the measurement is clutter, and value 1 if the measurement is from the actual target. The likelihood of clutter measurements is defined to be uniform in space \([-5, 5] \times [-4, 4]\). The measurement model for the actual target is linear with additive Gaussian noise. Thus, we can express the joint measurement likelihood as
\[
p(y_k | x_k, c_k) = \begin{cases} 
1/80, & \text{if } c_k = 0 \\
N(y_k | H \mathbf{x}_k, \mathbf{R}), & \text{if } c_k = 1
\end{cases},
\]
where the measurement model matrix is
\[
H = \begin{pmatrix} 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \end{pmatrix}
\]
(45)
and the noise covariance matrix
\[
\mathbf{R} = \begin{pmatrix} 0.05 & 0 \\
0 & 0.05 \end{pmatrix}.
\]
(46)
The data association priors are completely independent on previous data associations, and can be written as
\[
p(c_k) = \begin{cases} 
0.5, & \text{if } c_k = 0 \\
0.5, & \text{if } c_k = 1
\end{cases},
\]
which means that half of the measurements are from the real target and the other half is clutter.

The system is simulated 240 time steps and the target is given slightly randomized accelerations such that it achieves a curved trajectory, which is plotted in panel a) of figure 1. It also shows the simulated (real and clutter) measurements. The software code for generating the trajectory and measurements can be found in the beginning of file containing the demo’s main program (clutter_demo.m).

To illustrate the usage of RMBCDA-algorithm we shall now go through the essential parts of the demo’s main program. Firstly, we must create the needed data structures for particles. This can be done with the following code segment:

```
% Space for prior estimates
MM1 = cell(1,NT);
```
PP1 = cell(1,NT);
% Prior for target 1
MM1{1} = X_r(:,1);
PP1{1} = diag([0.1 0.1 0.1 0.1]);

% Generate the particle structures
S = mcda_init(N1,MM1,PP1);

% Space for RBMCDA estimates
MM = zeros(m,n);
SS = cell(n,N1);

In the first two lines (excluding comments and empty lines) we create cell arrays for containing the prior estimates of the targets (that is, for only one target in this case), and in the following two lines the prior estimate for the target 1 is assigned to the cell array. Next we call the particle structure initialization function `mcda_init`, for which we pass the prior estimates and the number of particles. In the last two lines we reserve space for the filtered mean estimates and particle structures for each time step.

The actual filtering can be done with following loop:

```matlab
for k=1:size(Y,2)
    % Track with RBMCDA
    S = kf_mcda_predict(S,A,Q);
    [S,C] = kf_mcda_update(S,Y(:,k),H,R,TP,CP,CD);
    M = calculate_mean(S,1);
    MM(:,k) = M;
end
```

The first line in the loop calls the prediction function and the second the update function of the RBMCDA-algorithm. The variables \(A\) and \(Q\) contain the transition and noise covariance matrices of the dynamic model as regular Matlab matrices. Similarly, variables \(H\) and \(R\) contains the corresponding model parameters of the measurement model. Variable \(Y\) contains the measurements as \(d \times n\) array, where in this case \(d = 2\) and \(n = 240\). Variables \(TP\), \(CP\) and \(CD\) contains the target prior, clutter prior and clutter density values as scalars. The variable \(S\) contains the particle structures, which cycled between prediction and update functions. The update function also outputs the data association indicators of the current time step in variable \(C\), which are now unused as the indicators are independent. For visualization purposes in the last two lines we also calculate and store the mean estimate for the target’s state (the actual plotting commands are here omitted and can be found in the original source code).

The essential part of the filtering is the resampling procedure, which can be done as follows:

```matlab
n_eff = eff_particles(S);
if n_eff < N1/4
    ind = resample(S);
    S = S(:,ind);
    % Set weights to be uniform
    W = ones(1,N1)/N1;
    S = set_weights(S,W);
end
% Save the particle structures after resampling
SS(k,:) = S;
end
```

First we calculate the effective number of particles \(n_{eff}\) with the function `eff_particles`. Then the resampling is done, if \(n_{eff}\) is smaller than the fourth of number of particles. After the actual
resampling is done (by calling the function \texttt{resample}) we set the weight of the particles to be uniform. In the last line we save the current particle structures, which concludes the filtering loop. Possible function calls for animating the target movement can be added at the end of the loop. The full software code of this example can be found in file \texttt{clutter_demo.m}.

In panel b) of figure 1 we plotted the filtering results of RBMCDA algorithm using only 10 particles. As the particles represent a mixture of Gaussians distribution (which is hard to visualize directly) the estimates are visualized with samples, which are drawn from the corresponding distributions. The samples can be drawn from Gaussian mixtures with the provided function \texttt{gmm_rnd}. It can be seen, that the algorithm has no problems following the target trajectory despite the fairly high noise and clutter values.

The smoothing of filtered estimates can be done with only a one line of code:

\[
[\text{SM}, \text{S_EST1}] = \text{kf_mcda_smooth}([\text{SS}, \text{A}, \text{Q}]);
\]

The output variables \text{SM} and \text{S_EST1} contains the smoothed particle structured and the smoothed means for each time step, correspondingly.

The smoothing results are displayed in panel c) of figure 1. It can be seen that the estimates are significantly more accurate. The RMSE of filtering estimates are approximately two times greater than the RMSE of smoothed results.

### 3.6 Demonstration: Bearings Only Tracking of Two Targets

In this demonstration we shall review a scenario frequently arising in the context of passive radar tracking, in which we track multiple targets using bearings-only measurements produced by stationary sensors. Furthermore, the measurements are corrupted by clutter.

The dynamics of the objects are modeled using the discretized Wiener velocity model described in the previous demonstration. The measurement model, however, is now changed to bearings-only model, in which we observe only the angles $\theta$ between the targets and the sensors. That is, we can express the measurement from sensor $i$ in the time step $k$ as

\[
\theta^i_k = \arctan\left(\frac{y^i_k - s^i_y}{x^i_k - s^i_x}\right) + r^i_k,
\]

where $(x_{j,k}, y_{j,k})$ is the position of target $j$, $(s^i_x, s^i_y)$ the position of sensor $i$ and $r^i_k \sim N(0, \sigma^2)$, with $\sigma = 0.02$ radians. As this model is non-linear we replace the Kalman filter with EKF in the RBMCDA-algorithm. The target detection probability is set to $p_d = 80\%$.

The clutter measurements are thought of being generated from an imaginary sensor located at origin, whose measurements are uniformly distributed on range $[-\pi, \pi]$. The number of measurements at a single time instance is Poisson-distributed with rate 5, that is, multiple (varying) number of measurements are produced on each time step. The simulated measurements are plotted in figure 2.

The data-associations are defined similarly as previously, that is, $c_k = j$ if the measurement $\theta^i_k$ is from target $j$, and $c_k = 0$ if it’s clutter. The priors for data associations are now defined such that for each time step we can get only a one (or zero) detections from each target, and the rest is clutter. Assume now that on time instance $t_{scan}$ we obtain $m$ measurements $y_k, \ldots, y_{k+m-1}$. The joint prior for the data associations can be expanded as

\[
p(c_{k+m-1}, \ldots, c_k) = \prod_{j=1}^{m} p(c_{k+j} | c_k, \ldots, c_{k+j-1}).
\]
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Figure 1: Tracking a Single Object with Cluttered Measurements demonstration: a) Target trajectory and the simulated measurements, b) Filtering results, c) Smoothing results.
Now, by defining target detection indicators as
\[
\delta_1(j) = \begin{cases} 
1, & \text{if there is target 1 detection in } c_{k+j-1} \ldots c_k \\
0, & \text{otherwise}
\end{cases}
\]
\[
\delta_2(j) = \begin{cases} 
1, & \text{if there is target 2 detection in } c_{k+j-1} \ldots c_k \\
0, & \text{otherwise}
\end{cases}
\] (49)

the data association priors for measurements \( y_{k+j} \) can be solved by computing each of the possible target detection indicator combinations:
\[
p(c_{k+j} | \delta_1(j) = 0 \text{ and } \delta_2(j) = 0) \\
p(c_{k+j} | \delta_1(j) = 0 \text{ and } \delta_2(j) = 1) \\
p(c_{k+j} | \delta_1(j) = 1 \text{ and } \delta_2(j) = 0) \\
p(c_{k+j} | \delta_1(j) = 1 \text{ and } \delta_2(j) = 1). 
\] (50)

In this demonstration these probabilities are computed as follows:
\[
p(c_{k+j} = 0 | \delta_1(j) = 0 \text{ and } \delta_2(j) = 0) = (1 - p_d)^2 + p_d^2 \frac{r-2}{r} + 2 p_d (1-p_d) \frac{r-1}{r} \\
p(c_{k+j} = 1 | \delta_1(j) = 0 \text{ and } \delta_2(j) = 0) = p_d (1-p_d)/r + p_d^2/2r \\
p(c_{k+j} = 2 | \delta_1(j) = 0 \text{ and } \delta_2(j) = 0) = p_d (1-p_d)/r + p_d^2/r \\
p(c_{k+j} = 0 | \delta_1(j) = 0 \text{ and } \delta_2(j) = 1) = (1 - p_d) + p_d \frac{r-1}{r} \\
p(c_{k+j} = 1 | \delta_1(j) = 0 \text{ and } \delta_2(j) = 1) = p_d/r \\
p(c_{k+j} = 2 | \delta_1(j) = 0 \text{ and } \delta_2(j) = 1) = 0 \\
p(c_{k+j} = 0 | \delta_1(j) = 1 \text{ and } \delta_2(j) = 0) = (1 - p_d) + p_d \frac{r-1}{r} \\
p(c_{k+j} = 1 | \delta_1(j) = 1 \text{ and } \delta_2(j) = 0) = 0 \\
p(c_{k+j} = 2 | \delta_1(j) = 1 \text{ and } \delta_2(j) = 0) = p_d/r \\
p(c_{k+j} = 0 | \delta_1(j) = 1 \text{ and } \delta_2(j) = 1) = 1 \\
p(c_{k+j} = 1 | \delta_1(j) = 1 \text{ and } \delta_2(j) = 1) = 0 \\
p(c_{k+j} = 2 | \delta_1(j) = 1 \text{ and } \delta_2(j) = 1) = 0,
\] (51)

where \( r = m - j \) is the number of unprocessed measurements left in the sequence. This same idea can be used for constructing similar data association priors for any number of targets.

The initial estimates for the targets are chosen such that all four crossing of measurements from the two sensors contain equal probability mass. This makes the prior distributions of both targets to be bi-modal, as can be seen as shown in figure 3. As was the case in previous example also now we visualize the distributions with samples, which are drawn from the corresponding Gaussian mixtures.

The essential parts of the filtering loop in this case can be written as follows:

```matlab
for k=1:length(Y)
    % Predict all targets
    PS = ekf_mcda_predict(PS, A, Q);

    % Space for data association in the current time step
    % for both targets in each particle
    D1 = zeros(1,NP);
    D2 = zeros(1,NP);

    % Space for clutter and target priors
    CP = zeros(1,NP);
    TP = zeros(2,NP);
```
The measurements are now stored in a cell array $Y$, whose $k$th element is matrix containing all the measurements of the time step $k$. Firstly we call the RBMCDA prediction step function $(\text{ekf\_mcda\_predict})$, which applies the EKF prediction step for each target in each particle. After that we reserve space for data associations in this time step, which are used in calculating the clutter and target priors, for which the space is reserved in the last lines.

Next we form an inner loop, which processes each measurement of the current time step. This can be done as follows:

```matlab
% Loop over all measurement in the current time step
for kk=1:length(Y{k})
    % Number of measurements not processed yet
    r = length(Y{k}) - kk + 1;
    % Construct priors for each particle for the current
    % measurement here and store them to variables TP and CP.
    % RBMCDA-update for the current measurement
    [PS,C] = ekf_mcda_update(PS,Y{k}(:,kk),dh_dx_func,R,h_func,...
                             [],TP,CP,CD,S{k}(:,kk));

    % Store the data associations to arrays D1 and D2
    ind = find(C==1);
    D1(ind) = 1;
    ind = find(C==2);
    D2(ind) = 1;
end
% Do resampling, saving and plotting here
```

First we calculate how many unprocessed measurements there is left in the current time step and store that result on the variable $r$. After that we construct the clutter and target priors for each particle according to the equations described above (Matlab code is omitted here and can found in the actual m-file `ekf\_bot\_tt\_demo.m`). Given the constructed priors we call the update step function of the EKF based RBMCDA algorithm (ekf\_mcda\_update). After that we store the data-associations of targets 1 and 2 computed by the update function to arrays $D_1$ and $D_2$, correspondingly. After the inner loop we can apply the resampling and saving commands as was described in the previous example. Possible animation commands can also be added to this section of the loop. The full software code of this example can found in file `bot\_tt\_demo.m`.

The filtering results are shown in figure 4 by using $N = 100$ particles. The multimodality of the estimates in the beginning of the track can be seen easily. The high uncertainty of position estimates on the line connecting the two sensors has also been resolved by the smoother. In software the smoothing is done exactly the same as in the previous example.

4 RBMCDA with Unknown Number of Targets

In this section we shall review the extension for the RMBCDA allowing to track unknown and time varying number of targets, which was originally presented in [23].

Theoretically we shall assume that there is always a (very large) constant number of targets $T_\infty$, from which only a portion of targets are visible (or alive), which are actually being tracked. The
Figure 2: Bearings Only Tracking of Two Targets demonstration: The actual measurements made with two sensors of the two targets. Also the clutter measurements are plotted.

Figure 3: Bearings Only Tracking of Two Targets demonstration: Bimodal prior distributions of the targets and their real trajectories. Also the positions of the sensors are shown as black triangles.
Figure 4: Bearings Only Tracking of Two Targets demonstration: Filtering results of the RBMCDA algorithm. Notice the higher position uncertainty in the beginning of the track and on the line between the two sensors.

Figure 5: Bearings Only Tracking of Two Targets demonstration: Smoothing results of the RBMCDA algorithm. The
purpose of this assumption is to guarantee that the joint distribution of the target states is a well defined (Gaussian) probability distribution. The model is constructed in such a way that we do not need to know the actual number of targets $T$, and that the states of invisible targets do not need to be stored.

The births and deaths of the targets are modeled as stochastic processes in such a way, that the joint filtering model can be directly incorporated into the RBPF framework reviewed in section 2.2.2.

4.1 Filtering Model

1. The dynamics of targets and target measurements are linear Gaussian as in the RBMCDA model with known and constant number of targets. Non-linear models can be handled with EKF and UKF.

2. Clutter or false alarm measurements have the same specification as in the RBMCDA model with known and constant number of targets.

3. The data association priors for targets ($c_k = j$) and clutter ($c_k = 0$), in the case that births and deaths do not occur at the current time step, are known and can be modeled as an $m$th order Markov chain $p(c_k | c_{k-m:k-1}, T_{k-m:k-1})$, where $T_{k-m:k-1}$ contains the number of targets at time steps $k-m, \ldots, k-1$. For example, we might have a uniform prior over targets and clutter:

$$p(c_k | c_{k-m:k-1}, T_{k-m:k-1}) = \frac{1}{1 + T_{k-1}}.$$ (52)

4. Target births may happen only when a measurement is obtained, and in that case a birth happens with probability $p_b$. For simplicity, the model is defined such that a birth may happen only jointly with an association event, so that if there is no association to a newborn target, there is no birth.

This is equivalent to stating that the target state prior remains constant until the first measurement is associated, that is, the dynamic model does not affect the target state before the first measurement has been associated to the target. This indicates that it is sufficient to consider the time of the first associated measurement as the actual birth moment.

5. After associating a measurement with a target, the life time $t_d$ (or time to death) of the target has a known probability density

$$t_d \sim p(t_d),$$ (53)

which is in this software package set to be the gamma distribution

$$t_d \sim \text{gamma}(\theta | \alpha, \beta) = \frac{\beta^\alpha e^{\beta t}}{\Gamma(\alpha)},$$ (54)

6. At the time of birth each target has a known Gaussian prior distribution

$$p(x_{k_0:j}) = N(x_{0:j} | m_{0:j}, P_{k_0:j}).$$ (55)

4.2 Probabilities of Birth and Death

If a birth has occurred, it is assumed to be certain that the current measurement is associated to the newborn target:

$$p(c_k | \text{birth}) = \begin{cases} 1, & \text{if } c_k = T_{k-1} + 1 \\ 0, & \text{otherwise.} \end{cases}$$ (56)

In the case of no birth, the Markov model for the data associations applies:

$$p(c_k | \text{no birth}) = p(c_k | c_{k-m:k-1}).$$ (57)

The data association and birth events can be divided into the following cases with different probabilities:
1. A target is born and the measurement is associated with the newborn target:

\[ b_k = \text{birth} \]
\[ c_k = T_{k-1} + 1. \] (58)

2. A target is not born and the measurement is associated with one of the existing targets or with clutter:

\[ b_k = \text{no birth} \]
\[ c_k = j, \quad j = 0, \ldots, T_k. \] (59)

3. Other events have zero probability.

Thus, given the associations \( c_{k-m:k-1} \) on the \( m \) previous steps, the joint distribution of the event \( b_k \in \{ \text{no birth, birth} \} \) and the association \( c_k \) is given as

\[ p(b_k, c_k \mid c_{k-m:k-1}) = \begin{cases} p_b & \text{in case (1)} \\ (1-p_b) p(c_k \mid c_{k-m:k-1}) & \text{in case (2)} \\ 0 & \text{in case (3)} \end{cases} \] (60)

where \( p_b \) is the prior probability of birth.

The restriction to one data association per target at single time instance in the case of unknown number of targets can be handled in the same manner as in the case of known number of targets. We simply assume that there is positive probability of detecting a newborn target on each step. That is, in addition to the existing targets we model the possibility detection of a new target which has the detection probability \( p_b \). This probability of detecting a new target is equivalent to the probability of birth, because we have defined the birth to be the event of detecting the target for the first time. However, the difference to the restriction of one association per target is that births may occur as many times as there are measurements on scan, not only once per scan.

The filtering model presented in this section states that after associating a measurement with a target, the life time \( t_d \) of the target has the known probability density (53). Thus if the last association with target \( j \) was at time \( \tau_{k,j} \), and on the previous time step \( t_{k-1} \) we sampled a hypothesis that the target is alive, then the probability that the target is dead at current time step \( t_k \) is

\[ p(\text{death of } j \mid t_k, t_{k-1}, \tau_{k,j}) = P(t_d \in [t_{k-1} - \tau_{k,j}, t_k - \tau_{k,j}] \mid t_d \geq t_{k-1} - \tau_{k,j}). \] (61)

### 4.3 Relationship to RBPF

The RBMCDA algorithm with an unknown number of targets fits to the RBPF framework, if the latent variable \( \lambda_k \) contains the visibility indicator \( e_k \) and the data association indicator \( c_k \) at the current time step

\[ \lambda_k = \{ e_k, c_k \}. \] (62)

The visibility indicators and the data associations implicitly define the number of (visible) targets \( T_k \) at each time step.

Given that the targets are a priori unordered, there is a high permutation symmetry in the posterior distributions of the target states, visibility indicators and data association indicators. We can change the indices of any two targets, including the visibility indicators and data associations, and the probability of the configuration will remain the same. For this reason, we shall select one of the permutations arbitrarily and use it for representing all the permutations. This permutation is based on the times of the first associations with the targets. This does not change the model, because this is not a priori ordering, but is merely a way of selecting a compact representation for a very high number of redundant permutations.
1. The joint state \( x_k \) contains the states of the \( T_\infty \) targets
\[
x_k = \begin{pmatrix} x_{k,1} \\ \vdots \\ x_{k,T_\infty} \end{pmatrix}.
\] (63)

2. At the initial time step the targets have Gaussian prior distributions
\[
N(x_{0,j} \mid m_0, P_0).
\] (64)

The model is constructed such that the invisible targets at any time step \( k \) (indicated by \( e_k \)) do not have a dynamic model. This means that the targets which have not yet become visible (have not been born yet) at any time step \( k \) have independent Gaussian prior distributions \( N(x_{k,j} \mid m_0, P_0) \). If we denote the sets of not visible and visible target indices with \( J_0 \) and \( J_1 \), respectively, the joint prior distribution of all targets is of the form
\[
p(x_k \mid y_{1:k}) = \prod_{j \in J_1} N(x_{k,j} \mid m_{k,j}, P_{k,j}) \times \prod_{j' \in J_0} N(x_{k,j'} \mid m_0, P_0).
\] (65)

That is, the distribution of the visible targets is completely independent of the distributions of the invisible targets and thus it suffices to store only the states of the visible targets instead of all \( T_\infty \) targets. The joint distribution of all targets is still always theoretically Gaussian distribution of dimension \( T_\infty \).

3. When a target birth occurs, that is, a new target becomes visible (i.e., produces the first measurement) a new item in the indicator vector \( e_k \) is set and the corresponding target prior distribution is updated (initialized) by the measurement. Because we only need to store one possible permutation from a high number of equivalent target permutations, we can add the new target to the first empty place in the indicator vector \( e_k \).

4. When a target dies, that is, becomes invisible again, the target distribution again becomes the prior and the target state is moved to the end of the joint state vector \( x_k \) and indicator vector \( e_k \). The targets in the vectors can be shifted such that the visible targets always remain in the beginning of the vectors.

5. The target dynamics, target measurements and clutter measurements are modeled in the same way as in the RBMCDA model of Section ?? and thus they fit into the RBPF framework easily.

6. By constructing a prior model for births and deaths, we get the distribution
\[
p(e_k \mid e_{k-1}),
\] (66)

which defines the dynamics of births and deaths. The data association model is of the form
\[
p(c_k \mid c_{k-m:k-1}, e_k),
\] (67)

and thus these two models together give a joint Markov chain model for the indicators:
\[
p(e_k, c_k \mid c_{k-m:k-1}, e_{k-m:k-1}) = p(c_k \mid c_{k-m:k-1}, e_k) p(e_k \mid e_{k-1}),
\] (68)

which is the form required by the RBPF model.

Similarly to the case of RBMCDA with known number of targets, because the targets are a priori independent, conditional on data associations \( c_k \) and indicators \( e_k \), the targets will also remain independent during tracking. This means that exactly the same simplifications to RBPF apply to the case of an unknown number of targets as to a known number of targets.
4.4 Evaluating and Sampling from the Optimal Importance Distribution

The possible events between two measurements \( y_{k-1} \) and \( y_k \) and at the association of measurement \( y_k \) are:

1. Targets may die (indicated by elements of \( e_k \)):
   
   (a) none of the targets dies
   
   (b) one or more targets die

2. \( y_k \) is associated with (indicated by \( c_k \)):
   
   (a) clutter
   
   (b) one of the existing targets
   
   (c) a newborn target

Death events are independent of the measurements. However, the two event families are related such that a new measurement \( y_k \) can be associated only to the targets that have not died between the measurements \( y_{k-1} \) and \( y_k \).

As was stated in the original article [23] the number of different events grows exponentially with the number of targets due to the exponential number of possible combinations of target deaths. This problem was avoided by restricting the possible number of deaths to one at each time step, so the number of possible event combinations grows quadratically with the number of targets. Thus, the approximate prior distribution of births, deaths and associations can be constructed as follows:

1. Enumerate all possible combinations of joint birth, (zero or one) deaths, and association events and compute probabilities for each of the combinations.

2. Normalize the list of events such that their probabilities sum to one.

For each combination of birth, death and association events there is a transition pair \((e_{1:k-1}, c_{1:k-1}) \rightarrow (e_k, c_k)\) with a probability given by the above procedure. That is, we have an approximate representation of the distribution

\[
p(e_k, c_k \mid e_{1:k-1}, c_{1:k-1}).
\] (69)

The likelihood term \( p(y_k \mid e_k, c_k) \) can be computed similarly as in the case of a known number of targets (see Equation (38)). By multiplying each of the birth, death, and association combinations with the measurement likelihood and normalizing, we can form the optimal importance distribution similarly as in Section 3.3.

4.5 Data Representation

The algorithm state consists of a set of \( N \) particles, where each particle \( i \) at time step \( k \) contains the following:

\[
\{ e_{k-m+1:k}^{(i)}, e_k^{(i)}, m_{k,1}^{(i)}, \ldots, m_{k,j}^{(i)}, \ldots, m_{k,T}^{(i)}, p_{k,1}^{(i)}, \ldots, p_{k,j}^{(i)}, \ldots, p_{k,T}^{(i)}, w_k^{(i)} \},
\] (70)

where

- \( e_{k-m+1:k}^{(i)} \) are the data association indicators of the time steps \( k - m + 1, \ldots, k \).

- \( e_k^{(i)} \) is the life-indicator, which is a binary vector of length \( T_\infty \) indicating which of the targets are alive at current time step.

- \( m_{k,j}^{(i)}, p_{k,j}^{(i)} \) are the mean and covariance of the target \( j \), and they are conditional on the data association history \( c_{1:k} \).
• \( w_k^{(i)} \) is the importance weight of the particle.

The following information is also implicitly or explicitly stored for each particle:

\[
\{ T_k^{(i)}, \tau_k^{(i)}, \text{id}_{k,j}^{(i)} \},
\]

where

• \( T_k^{(i)} \) is the number of targets.

• \( \tau_k^{(i)} \) is the time of the last measurement associated with target \( j \).

• \( \text{id}_{k,j}^{(i)} \) is a unique integer valued identifier, unique over all targets in all particles, which is assigned at the birth of the target.

In the software implementation the structure used in the particles is now extended to have the following fields:

- \( N \): Cell array of size \( 1 \times T \) of \( T \) target means.
- \( P \): Cell array of size \( 1 \times T \) of \( T \) target covariances.
- \( W \): Importance weight of the particle.
- \( M_0 \): Prior mean for targets.
- \( P_0 \): Prior covariance for targets.
- \( T \): Times of last associated measurements.
- \( B \): Birth indicator.
- \( D \): Death index, zero mean none.
- \( dt \): Elapsed time from last measurement.

A cell array containing particle structures of the above kind can be initialized with the following function:

<table>
<thead>
<tr>
<th>nmcdai_init</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initializes a cell array containing ( N ) particle struct arrays. All the invisible targets have the same Gaussian prior. The prior particle weights can also be given. If not given, however, uniform distribution is used.</td>
</tr>
<tr>
<td><strong>Syntax:</strong></td>
</tr>
<tr>
<td>( S = \text{nmcdai_init}(np, M0, P0, dt, [W]) )</td>
</tr>
<tr>
<td><strong>Input:</strong></td>
</tr>
<tr>
<td>np ( ) Number of particles.</td>
</tr>
<tr>
<td>M0 ( D \times 1 ) vector containing the prior mean of invisible targets.</td>
</tr>
<tr>
<td>P0 ( D \times D ) matrix containing the prior covariance of invisible targets.</td>
</tr>
<tr>
<td>dt ( ) Time between measurements.</td>
</tr>
<tr>
<td>W ( ) Prior particle weights. default: uniform</td>
</tr>
<tr>
<td><strong>Output:</strong></td>
</tr>
<tr>
<td>( S ) ( 1 \times N ) cell array containing ( N ) particle structures.</td>
</tr>
</tbody>
</table>

### 4.6 Software Implementation

The concept of dividing the data association algorithm into prediction, update and resampling phases is also used in the extended version of the RBMCDA algorithm. Thus, the main program can be constructed similarly as was described in the section 3.4.

The functions of the extended RBMCDA algorithm are described below.
### kf_nmcda_predict

Computes Kalman filter prediction (eq. (22)) for each visible target in each particle separately.

**Syntax:**
```
S = kf_nmcda_predict(S,A,Q,B,u)
```

**Input:**
- `S`: 1 x `N` cell array containing particle structures.
- `A`: Transition matrix of the dynamic model.
- `Q`: Process noise covariance matrix of the dynamic model.
- `B`: Input effect matrix. default: identity
- `u`: Constant input. default: empty

**Output:**
- `S`: 1 x `N` cell array containing the struct arrays of predicted particles.

### kf_nmcda_update

Processes the target births and deaths as well as the data associations in the current time step. The (approximate) optimal importance distribution is formed by numerating all the possible events. After that new latent values are drawn, and based on the drawn values the particles are updated accordingly.

**Syntax:**
```
```

**Input:**
- `S`: 1 x `N` cell array containing particle structures.
- `Y`: `D` x 1 measurement vector.
- `t`: Time stamp of the measurement.
- `R`: Measurement noise covariance.
- `CP`: Prior probability of a measurement being due to clutter. default: zero
- `CD`: Probability density of clutter measurements. default: 0.01
- `pb`: Prior probability of birth. default: 0.5
- `alpha`: Parameter α for the gamma distribution model for time to death. default: 1
- `beta`: Parameter β for the gamma distribution model for time to death. default: 10

**Output:**
- `S`: 1 x `N` cell array of updated particle structures.
- `EV_STRS`: Comment strings of happened events.

### kf_nmcda_update_sa

Same as `kf_nmcda_update` with the exception that the maximum number of associations per target is restricted to be one in each time step.

**Syntax:**
```
[SS,EV_STRS] = kf_nmcda_update_sa(S,Y,t,H,R,CP,CD,pb,alpha,beta)
```

**Input:**
- `S`: 1 x `N` cell array containing particle structures.
- `Y`: `D` x `M` measurement matrix.
- `t`: Time stamp of the measurement.
- `R`: Measurement noise covariance.
- `pd`: Target detection probability. default: one
- `CD`: Probability density of clutter measurements. default: 0.01
- `pb`: Prior probability of birth. default: 0.5
- `alpha`: Parameter α for the gamma distribution model for time to death. default: 1
- `beta`: Parameter β for the gamma distribution model for time to death. default: 10

**Output:**
- `SS`: `M` x `N` cell array of updated particle structures.
- `EV_STRS`: Comment strings of happened events.
### ekf_nmcda_predict

Computes Kalman filter prediction (eq. (22)) for each visible target in each particle separately. If the dynamic models are non-linear EKFs are used instead of standard KFs.

**Syntax:**

\[ S = \text{ekf_nmcda_predict}(S, A, Q, a, AW, \text{param}) \]

**Input:**

- **S**: 1 x N cell array containing particle structures.
- **A**: Derivative of dynamic model w.r.t. to state as matrix if common for all targets or as cell array of size \( T \times N \) for each target in each particle. Can also be a inline function or name of function in form \( A(x, i, \text{param}) \), where \( i \) is the index of the target \( x \). If the model is linear state transition matrices are given instead of Jacobians. default: eye
- **Q**: Process noise of discrete model as matrix if common for all targets, or as cell array of size \( T \times 1 \) for all targets separately. default: zero
- **a**: Dynamic model as cell array of size \( T \times N \) for each target in each particle, or inline function or name of function in form \( a(x, i, \text{param}) \), where \( i \) is the index of the target \( x \). default: \( A \times X \)
- **AW**: Derivative of a w.r.t. noise as matrix if common for all targets or as cell array of size \( T \times N \) for each target in each particle. Can also be a inline function or name of function in form \( AW(x, i, \text{param}) \), where \( i \) is the index of the target \( x \). default: eye
- **param**: Parameters of \( A \), \( a \) and \( AW \).

**Output:**

- **S**: 1 x N cell array containing the struct arrays of predicted particles.

### ekf_nmcda_update

Does the same as \( \text{kf_nmcda_update} \) with the exception that KF is replaced with EKF.

**Syntax:**

\[ [S, ES] = \text{ekf_nmcda_update}(S, Y, t, H, R, h, V, CP, CD, pb, alpha, beta, \text{param}) \]

**Input:**

- **S**: 1 x N cell array containing particle structures.
- **Y**: \( D \times 1 \) measurement vector.
- **t**: Time stamp of the measurement.
- **H**: Derivative of \( h \) with respect to state as matrix, inline function or name of function in form \( H(x, \text{param}) \).
- **R**: Measurement noise covariance.
- **h**: Mean measurement prediction as vector, inline function or name of function in form \( h(x, \text{param}) \).
- **V**: Derivative of \( h \) w.r.t to noise as matrix, inline function or name of function in form \( V(x, \text{param}) \).
- **CP**: Prior probability of a measurement being due to clutter. default: zero
- **CD**: Probability density of clutter measurements. default: 0.01
- **pb**: Prior probability of birth. default: 
- **alpha**: Parameter \( \alpha \) for the gamma distribution model for time to death. default: 1
- **beta**: Parameter \( \beta \) for the gamma distribution model for time to death. default: 10
- **param**: Parameters of \( H \), \( h \) and \( V \).

**Output:**

- **S**: 1 x N cell array of updated particle structures.
- **ES**: Comment strings of happened events.
**ekf_nmcda_update_sa**

Does the same as `kf_nmcda_update_sa` with the exception that KF is replaced with EKF.

**Syntax:**

\[
[S,ES] = \text{ekf}_n\text{mcda}_\text{update}_sa(S, Y, t, H, R, V, \text{CP}, \text{CD}, \text{pb}, \text{alpha}, \text{beta}, \text{param})
\]

**Input:**

- `S`: 1 x N cell array containing particle structures.
- `Y`: D x M measurement matrix.
- `t`: Time stamp of the measurement.
- `H`: Derivative of \( h \) with respect to state as matrix, inline function or name of function in form \( H(x, \text{param}) \).
- `R`: Measurement noise covariance.
- `h`: Mean measurement prediction as vector, inline function or name of function in form \( h(x, \text{param}) \).
- `V`: Derivative of \( h \) w.r.t to noise as matrix, inline function or name of function in form \( V(x, \text{param}) \).
- `pd`: Target detection probability. default: one
- `CD`: Probability density of clutter measurements. default: 0.01
- `pb`: Prior probability of birth. default:
- `alpha`: Parameter \( \alpha \) for the gamma distribution model for time to death. default: 1
- `beta`: Parameter \( \beta \) for the gamma distribution model for time to death. default: 10
- `param`: Parameters of \( H \), \( h \) and \( V \).

**Output:**

- `S`: M x N cell array of updated particle structures.
- `ES`: Comment strings of happened events.

**ukf_nmcda_predict**

Computes Kalman filter prediction (eq. (22)) for each visible target in each particle separately.

If the dynamic models are non-linear UKFs are used instead of standard KFs.

**Syntax:**

\[
S = \text{ukf}_n\text{mcda}_\text{predict}(S, a, Q, \text{param})
\]

**Input:**

- `S`: 1 x N cell array containing particle structures.
- `a`: Dynamic model as cell array of size \( T \times N \) for each target in each particle, or inline function or name of function in form \( a(x, i, \text{param}) \), where \( i \) is the index of the target \( x \). default: \( A \times X \)
- `Q`: Process noise of discrete model as matrix if common for all targets, or as cell array of size \( T \times 1 \) for all targets separately. default: zero
- `param`: Parameters of \( a \).

**Output:**

- `S`: 1 x N cell array containing the struct arrays of predicted particles.
**ukf_nmcda_update**

Does the same as `kf_nmcda_update` with the exception that KF is replaced with UKF if the measurement model is non-linear.

**Syntax:**

\[
[S,ES] = \text{ukf_nmcda_update}(S,Y,t,h,R,CP,CD,pb,alpha,beta,param)
\]

**Input:**

- `S`: 1 × N cell array containing particle structures.
- `Y`: D × 1 measurement vector.
- `t`: Time stamp of the measurement.
- `h`: Mean measurement prediction as vector, inline function or name of function in form h(x,param).
- `R`: Measurement noise covariance.
- `CP`: Prior probability of a measurement being due to clutter. default: zero
- `CD`: Probability density of clutter measurements. default: 0.01
- `pb`: Prior probability of birth. default:
- `alpha`: Parameter α for the gamma distribution model for time to death. default: 1
- `beta`: Parameter β for the gamma distribution model for time to death. default: 10
- `param`: Parameters of H,h and V.

**Output:**

- `S`: 1 × N cell array of updated particle structures.
- `ES`: Comment strings of happened events.

---

**ukf_nmcda_update_sa**

Does the same as `kf_nmcda_update_sa` with the exception that KF is replaced with UKF if the measurement model is non-linear.

**Syntax:**

\[
[SS,ES] = \text{ukf_nmcda_update_sa}(S,Y,t,h,R,pd,CD,pb,alpha,beta,param)
\]

**Input:**

- `S`: 1 × N cell array containing particle structures.
- `Y`: D × M measurement matrix.
- `t`: Time stamp of the measurement.
- `h`: Mean measurement prediction as vector, inline function or name of function in form h(x,param).
- `R`: Measurement noise covariance.
- `pd`: Target detection probability. default: one
- `CD`: Probability density of clutter measurements. default: 0.01
- `pb`: Prior probability of birth. default:
- `alpha`: Parameter α for the gamma distribution model for time to death. default: 1
- `beta`: Parameter β for the gamma distribution model for time to death. default: 10
- `param`: Parameters of H,h and V.

**Output:**

- `SS`: M × N cell array of updated particle structures.
- `ES`: Comment strings of happened events.

---

### 4.7 Demonstration: Tracking Unknown Number of 1D Signals

In this section we shall demonstrate the RBMCD algorithm for unknown number of targets by estimating multiple and time-varying number of one dimensional Gaussian signals from noisy measurements, which corrupted by noise and clutter measurements.

The dynamic model is the same as in the previous demonstrations with the exception that there is new only one dimension instead of two. Thus, the dynamics can be written in form

\[
\begin{pmatrix}
  x_k \\
  \dot{x}_k
\end{pmatrix} =
\begin{pmatrix}
  1 & \Delta t \\
  0 & 1
\end{pmatrix}
\begin{pmatrix}
  x_{k-1} \\
  \dot{x}_{k-1}
\end{pmatrix} + q_{k-1},
\]

where \( x_k = x(t_k), \dot{x}_k = \dot{x}(t_k) \), the step size \( \Delta t = 1/100 \), and the spectral density of process noise \( q = 1/10 \). The signal conditioned measurements are modeled (and simulated) as measurements
\[
y_{k,j} = x^{(j)}(t_k) + r_k,
\]

where \( r_k \sim \mathcal{N}(0, 1/5^2) \), given that the measurement is from signal \( j \). Every measurement has an equal chance of originating from each of the visible signals and 1% change of being a clutter measurement uniformly distributed on the area \([−5, 5]\). The prior distribution for a new born signal was a Gaussian distribution with mean \( \mathbf{m}_0 = (0 \ 0)^T \) and covariance \( \mathbf{P}_0 = \text{diag}(100, 10) \). The prior probability of birth is \( p_b = 1/100 \).

The real number of signals is six, and their appearances and disappearances follow the times listed in the table 4.7. The signals and the simulated measurements are plotted in figure 6.

![Figure 6: Simulated data of Tracking Unknown Number of 1D Signals demonstration.](image)

The filtering loop the extended RBMCDA algorithm is in this case very easy to write:

```matlab
for k=size(Y,2)
    % Filter with RBMCDA
    S = kf_nmcda_predict(S,A,Q);
    S = kf_nmcda_update(S,Y(:,k),T(k),H,R,cp,cd,[],alpha,beta);

    % Perform resampling, saving and plotting of the particles here
end
```

The variable \( S \) is assumed to contain particle structures, which can be initialized with function \( \text{nmcda_init} \). In addition to the parameters of dynamic and measurement models (variables \( A, Q, \)
and $R$) we also need pass the measurements ($Y$), time of the current sampling period ($T$), clutter prior ($cp$), clutter density ($cd$) and death model parameters ($alpha$ and $beta$) for the RBMCDA functions. The prior probability of the birth $p_b$ is not passed (empty vector $[]$ in the argument list) to the update function as we use default value $p_b = 1/100$. The end of the loop (that is, resampling, saving and plotting of the particles) is done similarly as in the previous demonstration cases.

The target trajectories can now be collected from the $N_t \times N_p$ sized cell array $SS$ containing $N_p$ filtered particles structures on $N_t$ time steps by the following function call:

```
[FM, FP, SM, SP, Times] = kf_nmcda_collect(SS, A, Q);
```

The function returns the filtered means and covariances for each and particle in variables $FM$ and $FP$. The function also smooths the target trajectories (hence the parameters $A$ and $Q$ are passed to the function) and the results are returned in variables $SM$ and $SP$. Also the the time instances of each target’s lifetimes are returned in variable $Times$. The full software code of this example can found in file `multisignal_demo.m`.

The left panel of figure 7 shows the filtering results using $N = 10$ particles and parameter values $\alpha = 2$ and $\beta = 1$ in the gamma distribution modeling the target deaths. Clearly the signal death model is now too slow as the lowest signal stays alive during the gap in the signal. There is also notable delays in the disappearances of all signals. This can also be seen in figure 8, which shows the estimated and real number of alive signals in each sampling period. The smoothed estimates are shown in right panel of figure 7. The estimates are quite close to the true signal trajectories expect for the mentioned delays in signal disappearances.

In figure 9 we have plotted the filtering and smoothing results using $N = 10$ particles and death model parameters $\alpha = 2$ and $\beta = 0.1$, which means that signals disappear almost ten times faster. This removes the delays from the signal disappearings, but also causes them to disappear and reappear in time instances, when there is random gaps in signals due to uneven measurement times.

The results above would suggest that the value of $\beta$ should lie somewhere between the two tested values. As a quick test in figure 11 we have plotted the filtering and smoothing results by using parameters $\alpha = 2$ and $\beta = 0.4$ with $N = 100$ particles. The signal appearences and disappearances are now very close to right values.

![Figure 7: Filtering (left) and smoothing (right) results of the 1D scenario with an unknown number of signals and parameters $\alpha = 2$ and $\beta = 1$ with $N = 10$ particles. The circles represent the estimated starting points of the signals.](image)

### 4.8 Demonstration: Tracking Unknown Number of Targets in 2D

In this section we shall extend the previous demonstration to have the targets moving in two dimensional space. The usage of data association priors for restricting the number of target measurements
on each scan to one is illustrated.

The dynamic model for the targets is the same as in the sections 3.5 and 3.6, that is, two dimensional discretized Wiener velocity model with process noise spectral density \( q = 0.1 \). There are four targets, which appear and disappear on different times. The trajectories of the targets are shown in figure ??, which were generated by giving the targets slightly randomized accelerations similarly as was done in the demonstration in section 3.5.

Also the measurement model is the same as in the section 3.5, but now we allow the possibility of acquiring multiple measurements on a single time step. This means that we perform RBMCDA prediction step once per time step and update step for each measurement on that step. Thus, the filtering loop can be written as

```matlab
% Perform resampling, saving and plotting of the particles here
end
```

First we check whether the time stamp of the \( k \)th measurement (stored in variable \( T \)) is bigger than the time of the previously processed measurement, which is stored in variable \( t \). If true, we call the RBMCDA prediction function. After that we update variable \( t \) with new value and call the RBMCDA update function normally. As previously, the resampling, saving and plotting commands goes to the end of the loop. Also the smoothing is done similarly as in the previous demonstration.

The figure 13 shows the filtering and smoothing results, when the measurements were generated on each time step such that only one measurement origins from a randomly selected visible target and the rest is clutter on area \([-2, 2] \times [-2, 2]\). The number of clutter measurements is drawn from a Poisson distribution with mean 0.1. The parameters of the death model was \( \alpha = 2 \) and \( \beta = 0.5 \) and

![Figure 8: Estimated number of signals in the 1D scenario with an unknown number of signals and parameters \( \alpha = 2 \) and \( \beta = 1 \) with \( N = 10 \) particles.](image.png)
the number of used particles was $N = 100$. The full software code used to produce these estimates can be found in file `kf_mt_demo1.m`.

In figure 14 we have plotted the filtering results when the number of clutter measurements on each time step were drawn from a Poisson distribution with mean 1. The target measurements are also changed such that on each sampling period each target has the probability $p_d = 0.95$ of generating a measurement. Clearly the higher clutter count makes the estimation harder, which can be seen as false targets.

As the amount target measurements per each sampling period is one we can enhance the estimation performance by constructing this information to the data association priors, as was done in section 3.6. In this case we have ready functions for doing this, for which the filtering loop can be written as follows:

```matlab
SS = {}; 
t = 0; 
k = 1; 
count = 0; 
while k <= size(Y,2) 
    % Perform prediction similarly as above 
    % Gather all the measurements of the current 
    % sampling period into a matrix y. 
    y = []; 
    while t == T(k) 
        y = [y Y(:,k)]; 
        k = k+1; 
        if k > size(Y,2) 
            break; 
        end 
    end 
end 
```

Before going into the loop we shall first initialize the needed variables. After that in the while loop the prediction step is done similarly as in the previous case. For the update step, however, we must first gather all the measurements having the current time stamp into a single matrix. Then we can call the update step function as follows:

```matlab
[SA,E] = kf_nmcda_update_sa(S,y,t,H,R,pd,cd,[],alpha,beta);
```
The modified update function `kf_nmcda_update_sa` produces particle structures for each measurement in the current time step, so must save all of them individually. As previously, the filtering loop can be concluded with resampling and plotting. The full software code of this example can be found in file `kf_mt_demo2.m`.

The filtering and smoothing results using the restrictions of data associations is shown in figure 15 when the amount of clutter measurements per each time step were drawn from a Poisson distribution with mean 10. Despite the heavy amount of clutter the algorithm is able to estimate the target trajectories correctly. Without the restriction even with \( N = 1000 \) particles the estimates are much worse.

### 4.9 Alternative Formulation for Target Deaths

We shall now present a new modification to the RBMCDA algorithm reviewed in this section, in which the target deaths are processed in the prediction step of the algorithm rather than processing them jointly with other possible events in the update step. This is possible as the target deaths are independent of the measurements. The advantage of this formulation is that the number of different event combinations is reduced as we first process the deaths of \( T_{k-1} \) targets and after that the data associations of \( T_k \) targets (that is, association to any existing target, clutter or to a newly born target). Hence, the number of different events grows linearly.
We could now also remove the restriction of having only one target death on each time step as the deaths of targets are processed independently. This would actually help the processing of data associations as number of different association events is smaller as there are smaller amount of target left the more targets die in the prediction step. However, this feature is not currently included in the toolbox.

The functions for the modified algorithm are described below. They can be recognized from the suffix _dp. The difference between these functions and those described above is that now the parameters $\alpha$ and $\beta$ of death model are moved from update functions to predict functions. The time of the current sampling period must also be passed now to the predict function for processing the target deaths.

\textbf{kf\_nmcda\_predict\_dp}

Computes Kalman filter prediction (eq. (22)) for each visible target in each particle separately. Processes the target deaths.

\textbf{Syntax:} \[S,\text{EV\_STRS}] = \text{kf\_nmcda\_predict\_dp}(S,A,Q,B,u,t,\text{alpha},\text{beta})\]

\textbf{Input:}
- $S$: 1 $\times$ N cell array containing particle structures.
- $A$: Transition matrix of the dynamic model.
- $Q$: Process noise covariance matrix of the dynamic model.
- $B$: Input effect matrix. default: identity
- $u$: Constant input. default: empty
- $t$: Time of the prediction step
- $\text{alpha}$: Parameter $\alpha$ for the gamma distribution model for time to death. default: 1
- $\text{beta}$: Parameter $\beta$ for the gamma distribution model for time to death. default: 10

\textbf{Output:}
- $S$: 1 $\times$ N cell array containing the struct arrays of predicted particles.
- \text{EV\_STRS}: Comment strings of happened events.
Figure 12: Estimated number of signals in the 1D scenario with an unknown number of signals and parameters $\alpha = 2$ and $\beta = 0.4$ with $N = 100$ particles.

**kf_nmcda_update_dp**

Processes the target births and the data associations in the current time step. The (approximate) optimal importance distribution is formed by numerating all the possible events. After that new latent values are drawn, and based on the drawn values the particles are updated accordingly.

**Syntax:** $[S, EV\_STRS] = kf\_nmcda\_predict\_dp(S, Y, t, H, R, CP, CD, pb)$

<table>
<thead>
<tr>
<th>Input:</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>$1 \times N$ cell array containing particle structures.</td>
</tr>
<tr>
<td>$Y$</td>
<td>$D \times 1$ measurement vector.</td>
</tr>
<tr>
<td>$t$</td>
<td>Time stamp of the measurement.</td>
</tr>
<tr>
<td>$H$</td>
<td>Measurement matrix.</td>
</tr>
<tr>
<td>$R$</td>
<td>Measurement noise covariance.</td>
</tr>
<tr>
<td>$CP$</td>
<td>Prior probability of a measurement being due to clutter. default: zero</td>
</tr>
<tr>
<td>$CD$</td>
<td>Probability density of clutter measurements. default: 0.01</td>
</tr>
<tr>
<td>$pb$</td>
<td>Prior probability of birth. default:</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Output:</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>$1 \times N$ cell array of updated particle structures.</td>
</tr>
<tr>
<td>$EV_STRS$</td>
<td>Comment strings of happened events.</td>
</tr>
</tbody>
</table>
Figure 13: Filtering (left) and smoothing (right) results of the 2D scenario with an unknown number of targets and parameters $\alpha = 2$ and $\beta = 0.5$ with $N = 100$ particles and low amount of clutter measurements.

Figure 14: Filtering (left) and smoothing (right) results of the 2D scenario with an unknown number of targets and parameters $\alpha = 2$ and $\beta = 0.5$ with $N = 100$ particles and high amount of clutter measurements.

**ekf_nmcda_predict_dp**

Computes Kalman filter prediction (eq. (22)) for each visible target in each particle separately. Processes the target deaths.
If the dynamic models are non-linear EKFs are used instead of standard KFs.

**Syntax:**

```
[S, EV_STRS] = ekf_nmcda_predict_dp(S, A, Q, a, AW, param, t, alpha, beta)
```

**Input:**

- $S$ $1 \times N$ cell array containing particle structures.
- $A$ Derivative of dynamic model w.r.t. to state as matrix if common for all targets or as cell array of size $T \times N$ for each target in each particle. Can also be a inline function or name of function in form $A(x, i, \text{param})$, where $i$ is the index of the target $x$. If the model is linear state transition matrices are given instead of Jacobians. default: eye
- $Q$ Process noise of discrete model as matrix if common for all targets, or as cell array of size $T \times 1$ for all targets separately. default: zero
- $a$ Dynamic model as cell array of size $T \times N$ for each target in each particle, or inline function or name of function in form $a(x, i, \text{param})$, where $i$ is the index of the target $x$. default: $A \times X$
- $AW$ Derivative of $a$ w.r.t. noise as matrix if common for all targets or as cell array of size $T \times N$ for each target in each particle. Can also be a inline function or name of function in form $AW(x, i, \text{param})$, where $i$ is the index of the target $x$. default: eye
- $\text{param}$ Parameters of $A$, $a$ and $AW$. default: eye
- $t$ Time of the prediction step. default: 1
- $alpha$ Parameter $\alpha$ for the gamma distribution model for time to death. default: 1
- $beta$ Parameter $\beta$ for the gamma distribution model for time to death. default: 10

**Output:**

- $S$ $1 \times N$ cell array containing the struct arrays of predicted particles.
- $EV_STRS$ Comment strings of happened events.
Figure 15: Filtering (left) and smoothing (right) results of the 2D scenario with an unknown number of targets and parameters $\alpha = 2$ and $\beta = 0.5$ with $N = 100$ particles.

`ekf_nmcda_update_dp`

Does the same as `kf_nmcda_update_dp` with the exception that KF is replaced with EKF.

**Syntax:**

```
[S,ES] = ekf_nmcda_update_dp(S,Y,t,H,R,h,V,CP,CD,pb,param)
```

**Input:**

- **S**: $1 \times N$ cell array containing particle structures.
- **Y**: $D \times 1$ measurement vector.
- **t**: Time stamp of the measurement.
- **H**: Derivative of $h$ with respect to state as matrix, inline function or name of function in form $H(x,param)$.
- **R**: Measurement noise covariance.
- **h**: Mean measurement prediction as vector, inline function or name of function in form $h(x,param)$.
- **V**: Derivative of $h$ w.r.t to noise as matrix, inline function or name of function in form $V(x,param)$.
- **CP**: Prior probability of a measurement being due to clutter. default: zero
- **CD**: Probability density of clutter measurements. default: 0.01
- **pb**: Prior probability of birth. default:
- **param**: Parameters of $H,h$ and $V$.

**Output:**

- **S**: $1 \times N$ cell array of updated particle structures.
- **ES**: Comment strings of happened events.
**ukf_nmcda_predict_dp**

Computes Kalman filter prediction (eq. (22)) for each visible target in each particle separately. Processes target deaths.

If the dynamic models are non-linear UKFs are used instead of standard KFs.

**Syntax:**

\[
[S, EV\_STRS] = ukf_nmcda_predict_dp(S, a, Q, param, t, alpha, beta)
\]

**Input:**
- \(S\): \(1 \times N\) cell array containing particle structures.
- \(a\): Dynamic model as cell array of size \(T \times N\) for each target in each particle, or inline function or name of function in form `a(x, i, param)`, where \(i\) is the index of the target \(x\). Default: `A*X`
- \(Q\): Process noise of discrete model as matrix if common for all targets, or as cell array of size \(T \times 1\) for all targets separately. Default: zero
- \(param\): Parameters of \(a\).
- \(t\): Time of the prediction step
- \(alpha\): Parameter \(\alpha\) for the gamma distribution model for time to death. Default: 1
- \(beta\): Parameter \(\beta\) for the gamma distribution model for time to death. Default: 10

**Output:**
- \(S\): \(1 \times N\) cell array containing the struct arrays of predicted particles.
- \(EV\_STRS\): Comment strings of happened events.

**ukf_nmcda_update_dp**

Does the same as `kf_nmcda_update` with the exception that KF is replaced with UKF if the measurement model is non-linear.

**Syntax:**

\[
[S, ES] = ukf_nmcda_update_dp(S, Y, t, h, R, CP, CD, pb, alpha, beta, param)
\]

**Input:**
- \(S\): \(1 \times N\) cell array containing particle structures.
- \(Y\): \(D \times 1\) measurement vector.
- \(t\): Time stamp of the measurement.
- \(h\): Mean measurement prediction as vector, inline function or name of function in form `h(x, param)`.
- \(R\): Measurement noise covariance.
- \(CP\): Prior probability of a measurement being due to clutter. Default: zero
- \(CD\): Probability density of clutter measurements. Default: 0.01
- \(pb\): Prior probability of birth. Default: 1
- \(alpha\): Parameter \(\alpha\) for the gamma distribution model for time to death. Default: 10
- \(beta\): Parameter \(\beta\) for the gamma distribution model for time to death. Default: 10
- \(param\): Parameters of \(H, h\) and \(V\).

**Output:**
- \(S\): \(1 \times N\) cell array of updated particle structures.
- \(ES\): Comment strings of happened events.

## 5 Functions In the Toolbox

All the functions of the toolbox are listed in the table 1 with the page numbers, where they can be found in this document.

### 5.1 Particle Handling Functions

In addition to the functions of actual RBMCDA algorithm some functions for handling the particle structures are included in the toolbox. These are described below:
<table>
<thead>
<tr>
<th>Function</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RBMCDA with known number of targets</strong></td>
<td></td>
</tr>
<tr>
<td>kf_mcda_predict</td>
<td>12</td>
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Table 1: Functions provided with the toolbox.
**calculate_mean**
Calculates the mean of the given target from particle structures.

**Syntax:** \( M = \text{calculate\_mean}(S,T) \)

**Input:**
- \( S \): \( N_t \times N_p \) cell array containing particles structures.
- \( T \): Index of the target.

**Output:**
- \( M \): \( D \times N_p \) matrix containing the mean of the target.

**eff\_particles**
Estimates the effective number of particles from a particle structures.

**Syntax:** \( N_{\text{eff}} = \text{eff\_particles}(\tilde{W}) \)

**Input:**
- \( \tilde{W} \): Importance weights as a numeric array or a cell array containing particle structures.

**Output:**
- \( N_{\text{eff}} \): Estimated number of effective particles.

**get\_weights**
Extracts an array of weights from particles structures.

**Syntax:** \( W = \text{get\_weights}(S) \)

**Input:**
- \( S \): \( N_t \times N_p \) cell array containing particle structures.

**Output:**
- \( W \): \( N_t \times N_p \) matrix containing particle weights.

**normalize\_weights**
Normalizes the weights in the given particle structures.

**Syntax:** \( S = \text{normalize\_weights}(S) \)

**Input:**
- \( S \): \( 1 \times N \) cell array containing particle structures.

**Output:**
- \( S \): Updated particle structures.

**resample**
Performs simple resampling for particle filtering.

**Syntax:** \( \text{ind} = \text{resample}(\tilde{W},\text{alg}) \)

**Input:**
- \( \tilde{W} \): Positive weights in a numeric array or in cell array containing particle structures.
- \( \text{alg} \): Algorithm index. Currently only index 1 is defined.

**Output:**
- \( \text{ind} \): Indices of resampled particles.

**set\_weights**
Sets the given weights to particle structures.

**Syntax:** \( W = \text{set\_weights}(S,W) \)

**Input:**
- \( S \): \( N_t \times N_p \) cell array containing particle structures.
- \( w \): \( N_t \times N_p \) matrix containing the particle weights.

**Output:**
- \( S \): \( N_t \times N_p \) cell array of updated particle structures.

### 5.2 Distribution Functions

For convenience some useful functions related to probability distributions are also included in the toolbox.
**bin_pdf**

Probability density function of a Binomial distribution.

**Syntax:**

\[
p = \text{bin_pdf}(x, \rho, n)
\]

**Input:**

- \(x\): Location where to evaluate the PDF.
- \(\rho\): “Probability” parameter.
- \(n\): “Sample size” parameter.

**Output:**

- \(p\): Density at the given location.

---

**categ_rnd**

Draws samples from a given one dimensional discrete distribution.

**Syntax:**

\[
C = \text{categ_rnd}(P, N)
\]

**Input:**

- \(P\): Discrete distribution, which can be a numeric array or a cell array of particle structures, whose weights represent the distribution.
- \(N\): Number of samples to be drawn.

**Output:**

- \(C\): Samples in a \(N \times 1\) vector.

---

**gamma_cdf**

Cumulative density function of a Gamma distribution.

**Syntax:**

\[
p = \text{gamma_cdf}(x, \alpha, \beta, \mu)
\]

**Input:**

- \(x\): Locations where to evaluate the CDF.
- \(\alpha\): \(\alpha\) parameter of the distribution.
- \(\beta\): \(\beta\) parameter of the distribution.
- \(\mu\): Mean of the distribution.

**Output:**

- \(p\): Cumulative density at the given locations.

---

**gamma_pdf**

Probability density function of a Gamma distribution.

**Syntax:**

\[
p = \text{gamma_pdf}(x, \alpha, \beta, \mu)
\]

**Input:**

- \(x\): Locations where to evaluate the PDF.
- \(\alpha\): \(\alpha\) parameter of the distribution.
- \(\beta\): \(\beta\) parameter of the distribution.
- \(\mu\): Mean of the distribution.

**Output:**

- \(p\): Density at the given locations.

---

**gmm_pdf**

PDF of a multivariate mixture of Gaussians distribution.

**Syntax:**

\[
[P, PJX] = \text{gmm_pdf}(X, M, S, PJ)
\]

**Input:**

- \(X\): Locations where to evaluate the PDF as \(D \times N\) matrix.
- \(M\): \(D \times N_c\) matrix of means.
- \(S\): \(D \times D \times N_c\) matrix of covariances.
- \(PJ\): Probabilities of mixture components.

**Output:**

- \(P\): Densities at the given locations.
- \(PJX\): Probabilities of each component at the given locations.
**gmm_rnd**

Draws random samples from a multivariate mixture of Gaussians distribution.

**Syntax:**

\[ X = \text{gmm}_\text{rnd}(M, S, PJ, N) \]

**Input:**

- \( M \) \( D \times N_c \) matrix of means.
- \( S \) \( D \times D \times N_c \) matrix of covariances.
- \( PJ \) Probabilities of mixture components.
- \( N \) Number of samples. default: 1

**Output:**

\( X \) \( D \times N \) matrix of samples.

---

**poisson_rnd**

Draws random samples from a Poisson distribution.

**Syntax:**

\[ X = \text{poisson}_\text{rnd}(\lambda, N) \]

**Input:**

- \( \lambda \) Rate parameter of the distribution.
- \( N \) Number of samples. default: 1

**Output:**

\( X \) \( 1 \times N \) vector of samples.

---
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